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1 Introduction

The progresses in architecture design for MBMS in LTE have led to the proposal within RAN3 of an architecture where a central node performs time stamping of UP content for radio transmission in SFN mode.  However, it is unclear at the moment where L2 functionalities shall take place and what are the pros and cons of L2 functionalities deployed in a distributed manner or in a centralised manner.
This paper tries to objectively describe two possible scenarios where L2 functionalities are deployed a) in a distributed structure, i.e. each eNB actively performs L2 functionalities; and b) in a centralised structure, i.e. the UP central node performs L2 functionalities and provides each eNB with L2 pre-shaped MBMS contents. 

2 Scenarios Description
In the following sections two possible implementation scenarios of L2 functionalities for LTE MBMS will be presented.  These scenarios are considered to be the two most likely approaches for implementation of L2 functionalities in LTE MBMS.
3 Distributed Approach
The following approach is mainly based on the R3-070079 document presented during the RAN3#55 meeting.  An analysis of the proposal is carried out and its advantages and disadvantages are derived.
3.1 Segmentation, Concatenation and Time Stamping

In this approach a UP central node, in this document called MBMS GW - UP, forwards PDCP frames derived from IP packets to the eNBs forming the SFN.  PDCP header compression is performed and it takes place in the MBMS GW - UP.
MBMS GW - UP will perform time stamping.  This can either be done on a per packet basis, i.e. each packet has a timestamp indicating the TTI it has to be used; or on a per group of packets basis, i.e. a starting time will have to be sent from the central control plane entity to the eNBs and it will have to indicate the starting time for transmission of a stream of PDCP frames.  

In the first time stamping approach the central node will have to have fairly accurate knowledge of when TTIs are scheduled for transmission in eNBs.  

The time stamping information could be accompanied by other information such as: 
1. Elapsed byte, assigned to each packet forming the data burst and allowing to detect the amount of data lost.
2. Packet Counter, assigned to each packet forming the data burst and assisting in detecting loss of multiple packets

R3-070079 does not specify how eNBs detect the start and the end of a packet stream forming a service.  It is assumed that the initialization value of the packet counter could reveal the start of the data stream.  However, it is unclear how the termination of the data streams is detected.
The segmentation and concatenation of PDCP frames, needed to form transport blocks, is performed at the eNB and it is based on RRM. Figure 1 shows how a stream of packets sent by the MBMS GW – UP are fitted into transport blocks (TBs).
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Figure 1: Centralised time stamping and distributed segmentation/concatenation 
3.2 Resilience to Data Loss

The system shall be able to react to the event of a packet loss on the S1 interface connecting MBMS GW - UP and eNBs.  
In the case of distributed segmentation/concatenation, when a packet is lost on the S1 interface the eNB shall be able to calculate how many bytes that packet was going to occupy (including MAC header).  Consequently to the loss, the eNB shall keep creating TBs with the rest of the received packets and fit them into TTIs as if no loss occurred at all.  In this way transmission in SFN mode will be preserved as all eNBs will still transmit the same information at the same time.  
With the help of the elapsed byte and of the packet counter information attached to each PDCP frame the eNB is able to know how many packets have been lost and what the overall size of one or more missing IP packets is.  If one packet is lost the eNB can detect the size of the packet via the elapsed byte and it can calculate the MAC header(s) that would eventually be generated by segmenting/concatenating that packet.  Although the eNB will have to mute the TTIs affected by the packet loss within the scheduling period it will be able to restart transmitting TTIs with new received data in full SFN synchronization.  

However, if multiple packets are lost in sequence, the eNB would not be able to know what is the exact length of each of the packets lost and might not be able to estimate the exact MAC header that should have been generated for these packets.

This would lead to the eNB not being capable to resynchronize (within that scheduling period) with other eNBs in SFN mode as it would not be possible to understand when to start filling the next TB with the available data.  

Figure 3 and Figure 3a show the problem of multiple packet losses in the distributed approach.  In Figure 3 the MAC header is shown at the beginning of a MAC frame, while in Figure 3a the MAC header is split into fractions needed for the process of segmentation and concatenation.
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Figure 3: Packet loss in distributed segmentation/concatenation scenario

Figure 3a: Example of packet loss in distributed segmentation/concatenation scenario[image: image1.emf]PDCP 
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The above problem is not addressed in previous architecture proposals and shall be solved if a distributed distribution of L2 functionalities had to be considered.  

3.3 Overall Advantages and Disadvantages

Advantages:
· With respect to the decentralized approach this proposal allows the MBMS GW - UP not to process the user data stream, i.e. MBMS GW - UP does not need to shape the PDUs to certain sizes (size of the payload in a transport block). Either each packet or the total amount of packets per scheduling period has to be taken into account when performing ”time stamping”.

· The accuracy of the time stamp does not need to be at TTI level.  This allows the MBMS GW - UP to avoid extensive knowledge of how TTIs are distributed.
· As the PDUs received from the centralized user plane node will be segmented/concatenated in the eNBs, only one common user plane stream from MBMS GW - UP to all eNBs will be needed.  This user plane stream will be independent of the used transport block size in the eNBs. Note: in this case it is assumed that the eNBs operating in single cell PtM mode or providing PtP bearers can ignore the time stamp information and can schedule the user data independently.
· No impacts on the MBMS GW - UP and on the terminal (vs. MBMS specific protocol for segmentation/concatenation below the PDCP layer to be implemented in the MBMS GW - UP and UEs in the centralized approach).
Disadvantages:
· Information provided for unified segmentation/concatenation processing needs to be carefully defined to secure same output in each eNB of the SFN area.  This is particularly important in the multi vendor scenario where different implementations of RLC/MAC contribute to the same SFN.
· More system processing capacity required: each eNB has to produce same segmentation/concatenation. 

· Increases the number of IOT test cases.
· Less resilience to packet loss on the S1 interface.  In the case of consecutive packet losses on S1 the system might be forced to mute the whole scheduling period (vs the possibility in the centralized approach to resynchronize right after the loss).
· In the case of MBMS GW - CP communicating the start time of a scheduling period to eNBs extra signaling is needed between MBMS GW - UP, MBMS GW - CP and eNBs.  This could lead to extra delays.
4 Centralised Approach
In the following section a scenario where L2 functionalities are performed in a central UP node is presented.  The scenario has been derived between Nokia and Siemens and does not refer to any existing proposal in RAN3.

4.1 Segmentation, Concatenation and Time Stamping

In the centralised approach the MBMS GW - UP is in charge of segmenting and concatenating the IP packets (or PDCP frame if header compression via PDCP is applied), forming TBs ready to be encapsulated into TTIs.  Such segmentation and concatenation will happen prior to time stamping, in the same way as in RLC/MAC.  However, to avoid disruption with the unicast architecture RLC/MAC will also be present in the eNB, with RLC set to transparent and MAC adding a header to the pre-formatted TBs.  In this architecture approach a dedicated layer for the MBMS GW - UP and for the UE will have to be introduced below PDCP for segmentation/concatenation
The TBs created at the MBMS GW - UP will be time stamped and sent to the eNBs. The timestamping could follow two possible approaches:

1) Timestamp is given to each TB and it represents the exact starting time of the TTI in which the TB has to be sent. 
2) The timestamp is given to a stream of TBs forming a scheduling period.  This time stamp is the same for every TB or for a certain number of TBs at the beginning of the scheduling period (in order to recover from losses of the packets carrying the time stamp).  The time stamp indicates the time after which the first available TTI shall be assigned to the first TB of the scheduling period.  A packet counter will be assigned to each TB so to detect losses. In this case the last TB will be marked as last packet (the first packet is deductible by the packet counter).  Elapsed bytes will not be needed as TBs will have fixed size set to best suit the capacity of TTIs that will host them.  

In the first time stamping approach the MBMS GW - UP needs to know the exact distribution and occurrence of TTIs assigned to each TB.  

In the latter approach the MBMS GW - CP will not need to communicate the scheduling period start time to the eNBs as this is time stamped in the packets.  The eNB will assign the first TTI available and closest to the scheduling period start time to the first received TB. 

4.2 Resilience to Data Loss

As for the distributed scenario, resilience to packet loss on the S1 interface (M1_u interface) is very important.  
In the centralized approach the system is more robust as the size of each TB is known and fixed to best suit the capacity of the TTIs hosting the TBs.
Therefore, if one or more than one packets are lost on the S1 interface the eNB will be able to estimate the MAC headers that would eventually be added to the pre-formatted TBs and calculate exactly where to start encapsulating new available data again into TTIs.  In case of multiple consecutive losses of TBs the eNB will not be forced to mute the whole scheduling period but only the TTIs meant to host the missing TBs.  Figure 4 provides a graphical description of packet losses in the centralized architecture.  
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Figure 4: Packet loss in centralized segmentation/concatenation scenario
4.3 Overall Advantages and Disadvantages

Advantages:
· Less capacity required in system processing: The same user data processing (segmentation and concatenation) is done only once per transport block size, not in each eNB separately.
· The accuracy of the time stamp can be on the level of scheduling period, i.e. not on TTI level 
· The outcome after segmentation/concatenation procedures is the same even in multi vendor environment.  Less risks for vendor specific RLC/MAC implementation and of out of phase eNBs within the SFN.

· eNBs have guaranteed L2 content synchronization: if an S1 PDU or a sequence of them is lost, it impacts only the affected TBs in the eNBs transmission and does not need the eNB to mute the remaining scheduling period (in order to achieve this the distributed scenario will have to be enhanced with MAC layer loss recovery mechanisms).

Disadvantages:
· A new MBMS specific sublayer for centralized segmentation and concatenation is needed below PDCP for communication between MBMS GW - UP and in UE.  This sublayer is transparent to eNBs, resulting in new MBMS specific requirements for user plane PDU processing in UE
· The terminal needs to be aware of receiving the stream in SFN operation mode (no problems, if MBMS specific transport channel used). 
· Data traffic generated at the MBMS GW - UP cannot be reused in radio bearers using different TB sizes (i.e. PtP or single cell PtM)

· If a UE moves from a SFN area to a cell served in PtP a new data stream will have to be set up from BM-SC to the cell providing PtP.
· If there are more than one SFN areas and different transport block sizes are used in the SFN areas, each transport block size will require an own IP multicast stream from the upper node. Hence, the IP Multicast address management is more complex than in distributed approach
5 Conclusions

In this paper a comparison between distributed and centralised L2 functionalities is proposed.  The first scenario is derived from paper R3-070079 proposed in RAN3#55 meeting.  The second scenario has been derived between Nokia and Siemens.
The distributed approach overcomes crucial problems such as making possible the reuse of a data stream generated at a central node in different radio scenarios (e.g. PtP or singe cell PtM) or avoiding the introduction of an extra layer below PDCP for segmentation and concatenation.  However, the distributed scenario proposed in R3-070079 is still affected by problems such as:

i) lack of recovery from multiple losses, 
ii) lack of a timestamping solution not implying the MBMS GW - UP to have an accurate knowledge of radio resource allocation
iii) Lack of detection of data stream termination
It is proposed that the decentralised approach is analysed further and optimised in the areas highlighted in this paper, as a prior step before its selection. 
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