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1 Introduction

At the RAN3#53bis meeting, using IP Multicast for applications of paging and MBMS Session Start was brought up. This paper focuses on the usage of IP multicast for MBMS Session Start/Stop message delivery, and analyses how IP Multicast would be applied. Then pros and cons are also given to find a way forward.

2 Application of IP Multicast
When we consider to apply the IP multicast capabilities of the transport layer to deliver MBMS Session Start/Stop message, we have the assumptions that:

1) Transport Network Layer can always provide IP multicast capability

a) For this assumption we can define this capability so there is no problem.

2) ENBs shall register to IP multicast group before MBMS Session Start

a) For this assumption which kind of eNBs shall receive the IP multicast MBMS Sesson Start/Stop message is the key point.

Before MBMS Session Start, eNBs have no idea of the information of MBMS Service Area and MBMS Service ID for the incoming MBMS service. Then the only feasible trigger for eNBs register to an IP multicast group is eNBs’ equipped MBMS capability, which means that eNBs’ registeration to IP multicast cannot be service-specific. If this is accepted by RAN3, following requirements to finalize are needed:

Requirement 1: IP multicast address for MBMS signalling on the S1 control plane and for MBMS Service data on the S1 user plane is not the same; on the S1 control plane we need a (default) common IP multicast address for all the MBMS Services. 

Requirement 2: All the MBMS capable eNBs need to register to receive the MBMS Session Start/Stop for each MBMS Service by using the common IP multicast address.

The reliability of IP multicast for MBMS Session management is foreseen. And point-to-point feedback is proposed in [1]. If aGW finds it does not receive response from eNBs, it still need to send MBMS signalling again via point-to-point or point-to-multipoint connection. With the above two requirements, eNBs having no cell(s) in the MBMS Service Area need to feedback to MBMS Session Start/Stop message and may receive the messages for a second time.

3 Pros and Cons

· Pros

Distribution by TNL instead of RNL: By using IP multicast, MBMS Session management message delivery is more simple compared to Rel6 mechanism, which brings benefits as for the MBMS service data delivery on the S1 user plane. From MBMS Session Start/Stop message delivery perspective, the aGW does not need not to know the mapping relationship between MBMS Service Area and eNodeB (s). 

· Cons

Security: eMBMS Session management signalling has to be considered as security relevant. IP Multicast would require the introduction of security mechanisms and related management of the security mechanisms, which are different from the mechanisms, which have to be introduced for the signalling between nodes not using IP Multicast. The LS from SA3 [2] could be understood such that IPsec for IP Multicast is feasible, but the ‘costs’ for mechanisms are such that one should carefully analyse, if IP Multicast for security relevant signalling is really needed or provides sufficient benefit.
Reliability: eMBMS Session management signalling requires either an reliable signalling bearer or should apply an request response scheme on application layer. For both alternatives no straightforward solution based on using only IPmulticast exist. In both alternatives the sending side should know from which peers it expects to receive an acknowledgement or a response to be able to take appropriate action in case a receiving peer hasn’t got a signalling message. But this is against the nature of multicast in which a sender sends messages to a multicast group not necessarily knowing who has joined the group. The complexity and effort for means to make signalling reliable over IP Multicast will likely more than compensate the benefits of  IP Multicast.
Multi-cast Group either not tailored to the MBMS Service Area or each eNodeB has to join a vast number of Multi-cast groups:.The static tree for MBMS Session Start/Stop is too large to be efficient.It has not been proved that there is any benefit for eNBs having no cell(s) in the MBMS service area receiving the MBMS Session management messages. Extra method would be necessary to narrow down the number of eNBs to receive the MBMS Session management messages in order to reduce the usage of the transport resources. At current stage, we cannot say that there is no location-based MBMS Service as for Rel6 MBMS. For signalling transport of this kind of MBMS services, IP unicast transmission is more efficient than IP multicast.  Then two kinds of signalling transport would be introduced into the delivery of MBMS Session management signallings. To have two ways for signalling transport seems to be to cause unnecessary complexity.

4 Open issues:

- Is it necessary to introduce different kinds of TNL for MBMS Session management signalling for location-based MBMS Services and non location-based MBMS Services?

- Is it possible for aGW to allocate a (default) common IP multicast address for S1 control plane? Is the introduction necessary?

- Is it necessary/beneficial that an eNBs having no cell(s) in the MBMS Service area to receive MBMS Session Start/Stop message?

- Are there location-based MBMS services in LTE?

5 Conclusion and Proposal
The above analysis shows that using IP Multicast for MBMS Session Management signalling transport has considerable limitations, which seem to outweigh the advantage of IP Multicast, namely to provide a simple message delivery method to a group of users.

It is proposed that RAN3 does not make any decision to use IP Multicast for eMBMS Session Management, before the issues listed under “Cons” in section 3 have been resolved and the open issues in 4 have been analysed. 

.

6 References

[1] R3-061554, Nokia, Considerations on IP Multicasting for MBMS Session Management, RAN3#53bis, October 2006
[2] R3-061908, SA3, Reply LS on NDS/IP and S1 Connectivity, RAN3#54



3GPP


