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1. Introduction

At the last RAN3 meeting several documents related to the L2 content synchronization for E-MBMS RF combining have been submitted. The discussions of some of these documents have yielded some agreements for L2 content synchronization as captured in [1]:

· The MBMS content distribution entity shall support a synchronisation protocol that provides the affected eNodeBs in the SFN area with timing information to support synchronised radio transmission.

· A synchronisation protocol is required that enables simple recovery of eNodeB radio processing in case of packets-loss during data distribution towards an eNodeB, e.g. without the need of any feedback/retransmission channel.
· Prior to distribution of content on the radio interface, various techniques e.g. concatenation and segmentation, are assumed to ensure most efficient utilisation of radio resources. 
· The MCE is expected to configure the RLC/MACs of all eNodeBs taking part in the SFN operation to ensure transmission of identical data for SFN operation - if the radio user plane (RLC/MAC) in the eNodeBs takes part in the SFN operation.SAE
SAE Bearer Level Content Synchronization mechanism is one of the two basic architecture options for L2 content transmission synchronization for E-MBMS RF combining [2].

In this document we provide more details about the approach of SAE bearer level content synchronization based on our former contribution R3-061801 [3].

This document describes two alternatives for a SYNC Protocol allowing for SAE Bearer Level Content Synchronisation. Namely the “RLC SDU level timestamp approach with virtual concatenation” and the “Straight forward RLC SDU level time stamp approach”. The difference between both alternatives is their capability to handle losses on the S1 interface without a resynchronisation and the delay on the service transmission they imply. A detailed comparison will show that the first alternative allows for the highest degree of error recovery capabilities, whereas the second one minimizes the delay incurred on the service transmission. Both alternatives are inline with the principles described in [4] Alt.1.
It is concluded that the selection of the adopted alternative shall be done according to the assumed reliability of the used TNL.

2. RLC SDU level timestamp approach with virtual concatenation
2.1 Protocol Description
A virtual concatenation condition (see [3] or below) used to decide whether virtual concatenation shall take place or not, ensures in normal case that a RLC SDU level timestamp denotes a point in time, where the processing of previous PDUs has been finished. In an abnormal case, if at the time indicated by a timestamp the previous PDUs are still in transmission, the previous PDUs are immediately flushed. This ensures that the new SAE Bearer PDUs are processed as if the processing of previous PDUs has been finished i.e. it is guaranteed that the internal processing states of all involved eNB are synchronised or resynchronised. A timestamp is used to indicate the start of content transmission for a sequence of virtually concatenated packets. The setting of the timestamp is such that some buffering in the eNBs is enforced ensuring that all the packets which might be concatenated by the eNBs are available in time at all eNBs.
The protocol makes use of three kinds of information namely Timestamp, Sequence Number and Byte Count. The setting and usage of this information is described below.
1) Timestamp

Timestamp indicates the point in time when the first transmission of a virtually concatenated sequence of packets shall start. The time stamp refers to the first transmission opportunity at or after the indicated time.
In this approach  sequence of virtually concatenated SAE Bearer PDUs are marked with the same timestamp so that the RLC layers in each eNB know exactly which SAE Bearer PDUs are to be concatenated.
Of course the timestamp should also take into account the maximum transfer delay assumed on S1 such that the SAE Bearer PDUs should be available at all the eNB at the time indicated by the timestamp.
Then the timestamp of a sequence of SAE Bearer PDUs is defined as
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where TIS is the scheduling interval 
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2) Virtual concatenation condition used in mUPE
We denote the sequence of packets to be scheduled for transmission by
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 is a packet not concatenated with a previous packet, by the following condition.
The packet 
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Assuming that the scheduling occurs periodically within inter scheduling interval with period
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in seconds and assuming that the maximum amount of data which can be scheduled within such an interval is 
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in bit, then we have a maximum service bit rate
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Note: MSR is a value used in mUPE and know in eNB. This ensures that the mUPE does not need to know radio details. The actual possible rate an eNB can provide to the service might be higher. The MSR can be obtained e.g. by MSR=GBR=MBR. 
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being a part of the traffic handling description represented by a QoS label or obtained by some maximum transmission delay allowed to an eNodeB. (If 
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3) Sequence Number and Byte Count
For the Byte Counter the well-known TCP sequence numbering scheme counting bytes which have been transmitted since initialisation is used. The byte count in a packet provides the count for the first byte carried in the packet. Knowing the size and byte count of the last received PDU before the loss and the byte count of the first packet after a loss it is straightforward to determine the number of lost bytes
The Byte Count is reset to an initial value (e.g. 0) at ever start of a new sequence of virtually concatenated SAE Bearer PDUs. .
Additionally the usage of an sequence number (probably reuse of TNL level SN therefore not shown in figure 1)  is envisaged to allow to distinguish the case loss of an single SYNC protocol PDU or loss of multiple SYNC protocol PDUs 
The principles of this approach are depicted in Figure 1.
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Figure 1: Virtual concatenation judgment of SAE bearer PDUs in mUPE

For a burst consisting of SAE bearer PDUs (packets P0-P2) Tcompl values are calculated in the mUPE based on the individual arrival times T(n)rx. A new timestamp T1(tx) is allocated to packet P0. The byte count starts for this packet with its initial value. The decision, whether the following packets are allocated with the same or a new timestamp is based on Tcompl values. In Figure 1 it is shown that the Tcompl(1) time for packet P0 is larger than the arrival time T2(rx) of packet P1. In this case a virtual concatenation is possible, consequently the packet P1 receives also the T1(tx) value. The same applies to the packet P2. As the Tcompl(3) value of packet P2 is shorter than the arrival time T4(rx) of packet P4 a further virtual concatenation is not possible, i.e. a new timestamp T2(tx) is linked to the packet P4.
The task of the SYNC layer in the mUPE is to add the timestamp and a byte count value (for error recovery in the eNB) to each SAE bearer PDU before transmitting via the S1 interface to the eNBs. 

Based on the received timestamps, e.g. T1(tx) each eNB starts the transmission of the SAE bearer PDUs at the first transmission instant (e.g. TTI or radio frame) after or at T1(tx). This is achieved by the delivery to the RLC layer at T1(tx).

It is assumed that all eNB are following the same rules, depicted in Figure 1 as SFN radio frame definition, for the segmentation or concatenation of the SAE bearer PDUs. 

The SFN radio frame definition comprises the number of Physical Transport Blocks, their coding and modulation in one TTI or radio frame. 

The resulting transport blocks to be transmitted to the UEs are shown in Figure 1 for two different SFN radio frame definitions.
2.2 (Re-) Synchronisation and Error handling
Every time an eNB receives a SYNC PDU with the initial byte counter value it means that the eNB has to flush all data which might be still in the process of being transmitted at the time indicated by the time stamp and to start transmitting the SAE Bearer PDU contained in the SYNC PDU at the first transmission opportunity at or after the indicated time. This ensures that the internal states of all eNBs involved in the SFN transmission are (re-)synchronised. 
In case of loss of a SYNC PDU the simplest error handling method is to mute the transmission until a resynchronisation occurs (i.e. Byte Counter = Initial Value). However this might take several packets. 

Therefore it is envisaged to employ the information provided by byte count and sequence number to allow for a fast recovery from losses.

In case of loss of a single SYNC PDU recovery is performed by means of muting the transmission of all RLC layer PDUs impacted by the loss and resuming the transmission with the first RLC PDU not impacted by the loss. The number of impacted RLC PDUs can be determined by the number of lost bytes as determined by means of the byte count.

In case of loss of a more than one subsequent SYNC PDU recovery might not always be possible due to variable header length of the RLC protocol. In this case transmission has to be muted until resynchronisation occurs. Since this should be a very rare case this seems to be acceptable. If this is considered not acceptable it should be envisaged to design an eMBMS RLC protocol, which would allows recovering from multiple losses of SYNC protocol PDUs. Such an eMBMS specific RLC protocol should allow determining uniquely how much bytes lost RLC SDUs would have used on transport block level including RLC header overhead given only the total number of lost RLC SDU bytes and the number of lost SDUs.
3. Straight forward RLC SDU level timestamp approach
3.1 Protocol Description (Basic idea)
The basic idea of straight forward RLC level timestamp approach is shown in Figure 2. Every SYNC protocol PDU on S1 interface carries timestamp and byte count information in SYNC PDU header, which are set by mUPE and used for packet transmission time indication and packet loss processing.
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Figure 2: Straight forward RLC level timestamp approach mechanisms
1) Timestamp

Timestamp indicates that in eNB the transmission of this packet over air interface should start with the first transmission opportunity at or after the indicated time.
Timestamp is set per packet, and T (tx) = T(rx) + TMaxDelay, where T(rx) is defined as the time of mUPE receive this MBMS data packet. For packet Pn, its corresponding timestamp is denoted as “Tn” in Figure2.  “TmaxDelay” included maximum transfer delay between mUPE and eNB, some margin and the maximum eNB L2 processing time. The margin is to counteract measurement errors.

2) Segmentation and concatenation
There is no virtual segmentation and concatenation control decision in mUPE. The segmentation and concatenation are totally up to the RLC layer in eNB.
The basic principle to decide for one packet if it has to be concatenated with previous packet is:

If eNB find that once a packet Pn+1 was concatenated to the previous packet in one TB and this TB would be transmitted before the indicating time of Pn+1 timestamp then eNB would not do this concatenation. Some padding would be filled in the previous TB. Packet Pn+1 would transmit in a new TB at/after its timestamp indicated time.
This segmentation and concatenation is just similar to the case of a unicast service transmitting in the eNB but with extra end-to-end delay of “TmaxDelay”.

An example is illustrated in Figure 3. The packet3 need not to concatenate with packet2.
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Figure 3: Illustration of concatenation principle

3) Byte count

The start point of byte position indicator in the whole MBMS packet sequence for this MBMS data packet (which mod M) is sent out in band with the S1 packet as byte count, where M is defined as the maximum number of the byte count (for example M=215=32768 = 0 mod 215 in Figure 2). 
Combined with the length indicator in IP Header, the actual position and length occupation of this packet in the whole MBMS session packet sequence is determined. This information can be used for packet loss recovery.

4) Sequence number

The sequence number (SN) allows to determine the number of in sequence lost packets.  This information allows the eNB to select the appropriate recovery method. It is envisaged to reuse for this the sequence numbering mechanisms of the tunnelling protocol. So in the Figure 2 we do not picture the SN.
3.2 (Re-) Synchronisation and Error handling

 3.2.1 Aperiodic synchronization label by calculation

The de-synchronization may happen in these cases:

· When an eNB becomes the member of SFN area, 

· When an unrecoverable Packets loss occurs,

When a new eNB become a member of SFN area or the packet loss could not be recovered, the eNB should not transmit this MBMS service data packet anymore until it received a packet with the “Aperiodic synchronization label” or initial byte count value, for example byte count of 32768 in Figure 2. It uses the overflowed “0” to denote the beginning of another synchronization period. At the time of the new packet’s timestamp, the previous PDUs are immediately flushed such enforcing that the new SAE Bearer PDUs are processed.

“Aperiodic synchronization label by calculation” means that for each packet mUPE will judge some condition and determine whether to initiate the synchronization processing label or not.

When mUPE found that for the packet Pn+1 the timestamp Tn+1 satisfies the condition of 
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, where the tcompl,i~n is the time of finishing the transmission of previous n-i+1 packets. mUPE reset the byte count of Pn+1 to an initial value (e.g. 32768 as the overflow 0 for example).

Considering the overhead and padding, the MSR includes some redundancy.

Ti is the timestamp of the last packet with byte count of 32768 (overflow 0), which is the start time of this synchronization period. The first packet after session start set the byte count with 32768.

If eNB received the packet Pn+1 with length indicator of 32768 (ie. Initial byte count value), the previous packets remained in RLC buffer will be all transmitted or discarded before Tn+1. It can be looked as a new start of the synchronization point.

3.2.2 Packet loss recovery

eNB could know that packets loss happens by the SN of the next correctly received packet.

The case of packets loss recoverable:

If eNB finds that the time stamp of current received packet is ahead of the last TB shaping time of the last previous correctly received packet based on the data rate, which means the recovery of lost packets would not destroy the content synchronization. Then this is packets loss recoverable, SYNC layer puts the dummy packet to RLC buffer together with the timestamp of the next correct packet. All RLC PDUs which would contain parts of a dummy packet would not be transmitted.
In RAN2, to allow RLC to concatenate plural RLC SDUs, variation of RLC payload will occur by LI (length indicator) field. If eMBMS inherits the RLC PDU format, because the different segmentation would induce different number of LI fields, only one packet loss recovery would maintain the data alignment in the case of packets loss recoverable.
The case of packets loss unrecoverable:

Else if the time stamp of current received packet is behind of the last TB shaping time of the last previous correctly received packet based on the data rate, which means this eNB could not judge whether the concatenation is done between the last correct packet and the first lost one, and whether the padding is added. Even if the lost packets are recovered, the content synchronization also may not be maintained. So this is packets loss unrecoverable, and the content re-synchronization operation should be implemented.
3.2.3 Simplification with 1bit byte counter

Provided that the packet loss rates encountered over S1 interface are envisaged to be very small and if the impact of temporarily muting the transmission on service can be assumed to be is quite limited, it is suggested to simplify this approach by applying a 1bit byte counter (or byte count degenerate to 1bit aperiodic synchronization label) which uses value ‘0’ to indicate ‘aperiodic synchronization label’ and value ‘1’ to indicate that packets are allowed to be concatenated with previous packets without flushing packets being in the process of transmission. 
Therefore, since the packet loss recovery is not taken in account, the solution will be simpler. The procedure is, once one eNB found packet loss, it does not send the following packets until it received a packet with the “aperiodic synchronization label” to resume transmission.
4. The comparison of the two approaches
The two alternatives have different merits such that the selection of one of them depends on the requirements put on the content synchronisation schemes. The main characteristics of the two alternatives are the following:
RLC level timestamp approach with virtual concatenation:  
The proper time stamp setting for this scheme causes a transmission delay in the range [Tmaxdel+2*Tis; Tmaxdel+3*Tis] (e.g. [1280 ms; 1920 ms]). 
The scheme can recover from every isolated loss of an S1 Bearer PDU without resynchronisation. In case of improved RLC scheme for eMBMS the scheme could also recover from the losses of multiple subsequent S1 Bearer PDUs.
Straight forward RLC level time stamp approach

The transmission delay for this scheme is in the range of [Tmaxdel; Tmaxdel + 1*Tis] (e.g. [0 ms; 640 ms]).

The scheme can recover from isolated loss of an S1 Bearer PDU without resynchronisation when the packet loss is recoverable as defined in section 3.2.2, provided it is not the first packet after a synchronisation label. 
In case the first packet after synchronisation label (i.e. packet with Byte count = initial value) is lost all packets, until the next label cannot be transmitted. But the impact on service is likely acceptable. Assuming that the TNL packet loss rate is 10-5~10-6 in the path from mUPE to eNB, the probability for the loss of a “first packet” is also 10-5~10-6. Then the probability that a SAE Bearer PDU is not transmitted over the air interface in a specific cell is in the order of 10-5~10-6 too. Furthermore the SFN transmission in neighbour cells will allow that UEs perceive even lower SAE Bearer PDU loss rates.
Summary:

The alternative “RLC level timestamp approach with virtual concatenation“ allows for the highest degree of error recovery capabilities, whereas the alternative “Straight forward RLC level time stamp approach” minimizes the delay incurred on the service transmission and allows for protocol simplification allowing to avoid a Byte Count provided transmission over S1 is very reliable and provided that the impact of temporarily muting of SFN transmission in a cell does have only minor impact on the service
Both proposals allow for an eMBMS user plane architecture as close as possible to the unicast architecture and minimise the knowledge of radio specifics in the EPC (e.g. no notion of RLC PDU size, no scheduling for specific TTIs necessary, … ).
5. Conclusion

This document provides the details of two alternatives for an SAE Bearer Level Content Synchronization protocol. This shows that SAE Bearer Level Content Synchronization with its well know advantages (compare e.g. [2], and [4]), like no extra logical nodes in the user plane, clear functional split between EPC and E-UTRAN, reuse of S1 interface, eMBMS user plane architecture as close as possible to LTE uni-cast architecture, … , is feasible.
Which of the described alternatives should be adopted depends mainly on the assumed reliability of the used TNL and on the preferred trade of between error resilience versus transmission delays incurred on the service.

We ask the group to discuss the alternatives.

It is proposed to adopt one of the alternatives based on an evaluation of the assumed reliability of the TNL service.

Further it is proposed to capture the proposals in an appropriate section of R3.018.
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� � EMBED Equation.3  ��� is used to take into account to factors: The condition to determine if a packet is  concatenated allows for an uncertainty of the scheduling of the previous packets of maximum � EMBED Equation.3  ���. Additionally a packet shall arrive early enough such that it can be concatenated with a previous packet. This requires that it should be available at eNB already one scheduling interval in advance.
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