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1 Introduction
The flat LTE RAN structure together with the full mesh S1-MME connectivity needed for network redundancy in a pooled SAE/LTE network would present an OPEX problem unless means are provided to avoid manual configuration of the many resulting S1-MME interface instances. In the following it is proposed that a dynamic configuration procedure for the S1-MME interface is introduced to address this problem. 
2 Discussion

2.1 S1 configuration issues
The flat architecture of the LTE RAN together with the requirement for full-mesh S1-MME connectivity  within an MME Pool Area
 will in many networks give rise to a large number of S1-MME instances. Manual configuration on a per-instance bases would be an operational burden, and, from experience, OSS support for the complete S1-MME configuration to a sufficient level might be hard to achieve in a way that ensures multi-vendor interoperability. Thus, a procedure for dynamic configuration of S1-MME with minimal operator intervention would be beneficial from an operational point of view.
 To meet the requirement to accommodate common mobility patterns also in a large and dense subscriber population, LTE Pool Areas need to scale to encompass thousands, or even tens of thousands, of eNodeB. This means that termination of the corresponding number of  S1-MME instances needs to be supported in each pooled MME serving the Pool Area. This calls for mechanisms to distribute S1-MME termination in an MME, ideally without forcing different configuration in different eNodeBs for this reason.
Since the eNodeB might be installed in an un-secure environment, a dynamic configuration procedure for S1-MME needs to be secure enough to safeguard against the security threats that arise in such an environment. As an example, it must be ensured that only legitimate eNodeBs  can connect to the MME Pool by way of dynamic configuration.

2.1.1 Requirements on a dynamic configuration procedure for S1

The following set of requirements on a dynamic configuration procedure is assumed:
· The procedure should adhere to the SCTP client-server model with the eNodeB in the client role.

· No requirements on the SCTP implementation beyond those defined in the relevant IETF standard.

· Shall enable the MME and eNodeB to correctly interwork across the S1-MME interface without requiring operator  intervention at the time of establishment of  the  S1-MME interface.
· Only minimal pre-existing information about the peer node shall be needed  (however, some previous configuration is required, the minimum being the initial IP EP for SCTP initialization). In general, configuration information related to the initialization of the S1-MME interface should only need to be provided over the O&M interfaces to one of the peer nodes (the eNodeB or the MME). The other node should when needed receive the same information from the peer node in the dynamic configuration procedure.

· The procedure shall be efficient enough to allow dynamic configuration of a large number of S1-MME interfaces without unduly affecting node startup times.
2.1.2 SCTP initialization issues
2.1.2.1 Security considerations

When a dynamic configuration procedure is used on S1-MME, authentication of the eNodeBs connecting to the EPC nodes becomes an issue. One reason for this is the limited pre-existing information about new eNodeBs in the EPC nodes, another reason is automatic nature of the procedure, with no immediate operator involvement. The SCTP protocol as such does not specify means to perform authentication of an SCTP association. The Network Domain Security mechanisms [‎2] can be used to ensure that SCTP initialization on the S1-MME interface occurs in a trusted environment. If specific authentication of the connecting nodes  is considered necessary, it can be performed by exchange of  authentication information (maybe in the form of X.509 digital certificates) in the dynamic configuration procedure (FFS).
2.1.2.2 Load sharing of SCTP associations
SCTP as currently specified supports multi-homing of SCTP associations, i.e. multiple IP Endpoints can be supported for one and the same SCTP associations (see[‎1] . However, multi-homing in SCTP is defined for redundancy reasons only – there is no load sharing of SCTP traffic between the different IP Endpoints of a multi-homed SCTP association. It is thus not possible to meet the requirement for distribution of the SCTP traffic over several termination points for the S1-MME interface within the associations themselves. Instead, it must be possible to load share the different  SCTP associations connecting the different eNodeBs over the available IP Endpoints in the MME. 
RFC2960 defines “bootstrapping” of an SCTP association from a single destination IP Endpoint known in the initiating system.  This initial remote IP Endpoint used in the initialization procedure is required in [‎1] to be included in the set of  valid remote IP Endpoints of the established association
. At the same time, it is undesirable to rely on the configuration of  different initial remote IP Endpoints in different eNodeBs, since relying on specific configuration to achieve load sharing in that way would partly defeat the idea of introducing a dynamic configuration procedure at all. This  means that the initially configured IP Endpoint becomes an issue from a scalability point of view, since unless provisions are put in place to avoid the problem, the same initial remote IP Endpoint will be included in the set of valid IP Endpoints for all established SCTP associations on the S1-MME interface in an MME. 
Since there are no simple means to exclude the initially configured IP Endpoint from the set of valid IP Endpoints of an established SCTP association, there is a need for a mechanism to redirect SCTP traffic to alternative IP Endpoints. This can solved by way of a redirection procedure on the S1-MME interface. A procedure for this purpose is outlined in section ‎2.2.2 below.

2.2 Dynamic configuration of S1-MME
2.2.1 Prerequisites

The following prerequisites for secure dynamic S1 configuration are assumed. How these prerequisites are met is FFS, and left out of scope in this contribution. 
-  An initial remote IP EP to be used for SCTP initialization is stored in eNodeB for each MME to which the eNodeB is supposed to establish the S1-MME interface. The MME IP Endpoint information is considered trusted.
- Secure connectivity to EPC is established.
2.2.2 Dynamic configuration procedure for S1 establishment

In the following, a procedure for dynamic configuration of the S1-MME interface is briefly outlined. The details are FFS, and will depend on properties of the S1-MME interface that are yet to be defined.
2.2.2.1 SCTP initialization

· In the course of  eNodeB initialization, the eNodeB will periodically try to initialize SCTP associations as described in [‎1] to each MME known to it, using the stored  initial SCTP IP Endpoint data for each MME as the starting point.
· Upon successful conclusion of SCTP initialization, the eNodeB might conditionally receive a redirect request in the form of an S1-MME application protocol message on the SCTP association from the connected MME, containing a new initial remote IP Endpoint. In this case the eNodeB will immediately terminate the SCTP association, and retry SCTP association initialization towards the new initial remote IP Endpoint. I this fails repeatedly, the eNodeB will fall back to retrying association establishment towards the previous initial remote IP Endpoint.

Arguments could be raised in favor of a more efficient redirect mechanism, avoiding the first SCTP association establishment, when redirection is going to take place anyway. However, the suggested procedure relies on SCTP exclusively, and avoids transport network complexities (additional IP filter configuration in transport equipment etc.) that would arise from other conceivable mechanisms. Also, in the context of a full dynamic configuration procedure also including the application layer, SCTP initialization is likely the minor part.
2.2.2.2 Application layer initialization

Once SCTP connectivity has been established, the eNodeB and MME are in a position to exchange application level configuration data over the S1-MME application protocol needed for the two nodes to interwork correctly on the S1 interface. The data exchange outlined below should be seen as examples – the details for this exchange is FFS and dependent on the further standardization of the S1 interface.
· The MME provides it’s node ID to the eNodeB,  and sends it’s PLMN ID and potentially other information needed in the eNodeB (FFS). 

· The eNodeB provides it’s node ID to the MME, and sends it’s list of supported TAs. Other information needed in the MME might additionally be sent (FFS).
· When the application layer initialization is successfully concluded, the dynamic configuration procedure is completed, and has been mutually acknowledged by the two peer nodes, and the S1-MME interface is operational.
3 Conclusion and Proposal
From the reasoning above the we conclude that dynamic configuration of the S1-MME interface should be supported. 
We propose that in the text in section 5 below outlining a dynamic configuration procedure for the S1-MME interface is added in a new sub-section in TR 36.300,  and that it is agreed to take this contribution as input to the further definition of this procedure.
4 References
1. RFC2960 (2000), “Stream Control Transmission Protocol”
2. 3GPP TS 33.210, “3G Security; Network Domain Security; IP network layer security”
5 Proposed changes to 3GPP TS 36.300
---------------------------- Text Change----------------------------

21.X
Self-configuration

21.X.1
Dynamic configuration of the S1-MME interface

21.X.1.1
Prerequisites

The following prerequisites for secure dynamic S1 configuration are assumed. 

-  An initial remote IP EP to be used for SCTP initialization is stored in eNodeB for each MME to which the eNodeB is supposed to establish the S1-MME interface. The MME IP Endpoint information is considered trusted.

- Secure connectivity to EPC is established.

The purpose of the dynamic configuration procedures for the S1-MME interface is to establish an operational instance of the S1-MME interface with no or minimal operator intervention at the time of establishment of the S1-MME interface instance, and minimal need for previous configuration in either of the connecting. Provisions in the form of a conditional redirect message are made for load sharing of SCTP associations over separate SCTP termination points in the MME. 

21.X.1.2
SCTP initialization

· The eNodeB periodically tries to initialize SCTP associations as described in RFC2960 to each MME known to it, using a known  initial remote IP Endpoint for each MME as the starting point, until SCTP connectivity is established.

21.X.1.3
Redirection of the SCTP association

· If this instance of the S1-MME interface needs to be redirected to use other SCTP resources in the MME, then instead of performing the application layer initialization described in 21.X.1.4 below, the MME sends a redirect request (an application layer message defined for the purpose) to the eNodeB, containing a different initial remote IP Endpoint. In this case the eNodeB will immediately terminate the present  SCTP association, and retry SCTP association initialization towards the new initial remote IP Endpoint. If this fails repeatedly, the eNodeB will fall back to retrying association establishment towards the previous initial remote IP Endpoint.

21.X.1.4
Application layer initialization

Once SCTP connectivity has been established, the eNodeB and MME are in a position to exchange application level configuration data over the S1-MME application protocol needed for the two nodes to interwork correctly on the S1 interface. The details of  the information exchange outlined below are FFS, and dependent on the further standardization of the S1 interface. 

· The MME provides it’s node ID to the eNodeB,  and sends it’s PLMN ID and potentially other information needed in the eNodeB (FFS). 

· The eNodeB provides it’s node ID to the MME, and sends it’s list of supported TAs. Other information needed in the MME might additionally be sent (FFS).
· When the application layer initialization is successfully concluded, an has been mutually acknowledged by the two peer nodes, the dynamic configuration procedure is completed, and the S1-MME interface is operational.
-----------------------End of Text Change-----------------------




































































































































































































































































































































































































































� S1-UPE is deemed to be a lesser problem , and is hence left out of scope. Depending on the outcome of the MME-UPE split issue, some conclusions in this contribution might be of relevanace also for S1-UPE.


� Actually, RFC2960 does not require this for IP addresses learnt through the resolution of DNS names received during initialization. However, relying on DNS would just move the issue of providing specific initial remote IP Endpoints for different eNodeBs from the SAE/LTE management domain to the DNS management domain, with the same drawbacks, and circumventing this would require behaviour in the DNS server that is not part of the DNS standard. Additionaly, it might be objectionable to require domain name resolution instead of configuration to be used in the eNodeB to obtain an initial remote IP Endpoint. For these reasons, this potential solution is not further analyzed.
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