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1. Introduction

In RAN3#53bis it was agreed an evaluation table to be used for the HSPA architecture evolution work (R3-061603). In this contribution we propose how this table shall be populated with comparison data.
2. HSPA Architecture Evaluation Matrix
For population of the evaluation table, Ericsson has used the following guidelines:

· If an item is measurable, we have tried to quantify the difference in numbers.

· If not possible to quantify in numbers, we have tried to classify the items in a 3-4 step scale (i.e. High, Medium, Low, or Good, Neutral, Bad etc) in order to differentiate the alternatives.

· By purpose we have excluded evaluations on costs (i.e. in Euros/Dollars) as such measures are highly depending on operator and vendor scenario and become very subjective.

· For each item that is not self explanatory, we have added a small section with our interpretation and clarifications.

2.1 Reduce U Plane Latency

Under the assumption that the UE is in CELL_DCH state, the RTT can be measured from the UE up to the content server in the CN domain and back to the UE. This corresponds to the optimal case where the content server is located in the CN domain of the operator. If the file resides in the internet, the RTT will be increased. 

From calculations in Annex A, we derive the following:
	Target
	Alt1:

Current architecture
	Alt 2:

RNC in NodeB
	Alt 3:

CRNC in NodeB
	Alt 4:

Iu UP in NodeB

	Reduce U Plane Latency
	30 ms
	28 ms
	30 ms
	28 ms


We draw the conclusion that there are no major performance differences between the proposals.
2.2 Reduce C Plane Latency

For the evaluation of C plane latency impact, we have chosen the procedure for RRC connection setup from idle state. For this transition, there is a delay analysis in 25.815 that is taken as a basis for the evaluation.  Figure 1 and the following table are copied directly from 25.815.
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Figure 1: The RRC Connection Establishment procedure

Table: RRC connection establishment in CELL_DCH state using HS-DSCH and E-DCH

	Message/procedure
	Sender/ receiver
	Delay (ms)
	Cumulative 
Delay (ms)
	Comments
	Reference time point in Figure 2

	Reading time of SIB 7
	NA
	70 ms
	70
	Highly depending on UTRAN SIB7 scheduling.
	t0

	RRC connection request 
	UE/RNC
	40 ms
	110
	
	

	RRC connection setup 
	RNC/UE
	200 ms
	310
	Includes network RL setup delays, no default HSPA configuration assumed
	t1

	RRC connection setup complete 
	UE/RNC
	150 ms
	460
	Synchronization delay reduction taken into account 
	t2

	RRC connection setup sub-total:
	
	
	460 ms
	
	T0-t2


From the information above, we can calculate the following:

Alt 1: 460 ms (based on table 2)
Alt 2: 445 ms

With RNC functionality located in NodeB, messages need not be forwarded between nodes during the Cell Update procedure. This saves 5 times the Iub transmission time = 5 x 3 ms = 15 ms. When it comes to the node processing times, they are not expected to change since the same processing still needs to be performed, e.g. user context activation and NodeB HW allocation. Thus, the setup time is reduced from 460 to 445 ms.

Alt 3: 460 ms

SRNC is located outside the NodeB site. This alternative would perform similar as Alternative 1.
Alt 4: 460 ms

SRNC is located outside the NodeB site. This alternative would perform similar as Alternative 1.

Summarizing:

	Target
	Alt1:

Current architecture
	Alt 2:

RNC in NodeB
	Alt 3:

CRNC in NodeB
	Alt 4:

Iu UP in NodeB

	Reduce C Plane Latency
	460 ms
	445 ms
	460 ms
	460 ms


2.3 Impact on CN Nodes

One tunnel solution is currently being specified in the CN. We have chosen to evaluate the impact on CN nodes both with and without OTS perspective.

2.4 Impact on RAN

There are two aspects that need consideration:

1. Impact on legacy RAN equipment when connecting to the evolved HSPA architecture via the Iur interface.

2. Impact on RAN nodes that should be upgraded to the evolved HSPA architecture.

Both aspects need consideration in the evaluation.

2.5 Interruption time / User experience.

We assume that this row relates to UE mobility when soft handover is not used, i.e. relocation like procedures. Reason for this assumption is that as long as soft handover is employed there is no interruption time.
2.6 User Throughput Increase

For the user throughputs we have used the calculations from Annex B to study the differences between the alternatives. As a conclusion there will be no major performance impact between any alternative, due to the fact that the RTTs resulting from section 2.1 are small.
3. Evaluation Matrix

The table below outlines the agreed metrics which should be used to describe/evaluate/compare each of the different architecture alternatives.

	Target
	Alt1:

Current architecture
	Alt 2:

RNC in NodeB
	Alt 3:

CRNC in NodeB
	Alt 4:

Iu UP in NodeB

	Security


	High

Security termination outside NodeB site.
	Low

Not possible, but may be acceptable at certain NodeB sites, but not all
	High

Security termination outside NodeB site.
	Low

Not possible, but may be acceptable at certain NodeB sites, but not all

	Reduce U Plane Latency
	No major difference

30 ms
	No major difference

28 ms
	No major difference

30 ms
	No major difference

28 ms

	Reduce C Plane Latency
	No major difference

460 ms
	No major difference

445 ms
	No major difference

460 ms
	No major difference

460 ms

	Specification Impact
	N/A
	Minimal

Already supported by the standard. Perhaps allow for more “RNCs”
	Medium

Need to update Iur interface to allow selecting another SRNC than the CRNC of the first cell
	Major

Iub/Iur need to allow control plane/user plane split
Likely a new real time interface need to be defined (RNC-CP to NodeB) 


	Impact upon CN Node(s)


	No architectural changes

With OTS:

No impact, RAN will look the same for the CN.

Without OTS:

No impact, RAN will look the same for the CN.

Summary: No impact
	More nodes as seen from CN. CN-ID, id per RNC, is max 4096/PLMN. A change affects legacy RANAP. Increase in relocation signaling due to mobility.

With OTS:

High impact (SGSN CP affected)

Without OTS:

High impact (SGSN CP affected)

Summary: High impact 
	Evolved architecture will from this perspective not look different than from the traditional architecture.

With OTS:

No impact, RAN will look the same for the CN.

Without OTS:

No impact, RAN will look the same for the CN.

Summary: No impact
	Increase in relocation signaling due to mobility. Update of UP tunnels will have to be signaled to NodeB. RANAP overload reporting need modification.

With OTS:

High impact (SGSN CP affected).

Without OTS:

High impact (SGSN CP affected).

Summary: High impact.

	Impact upon RAN
	Legacy RAN perspective:

No impact.

RAN nodes upgrade:

No impact.

Summary: No impact


	Legacy RAN perspective:

High impact (nr of Iur interfaces an RNC can handle and need to configure)

RAN nodes upgrade:

High impact (UP processing in NodeB, new CP functionality in NodeB)

Summary: High impact
	Legacy RAN perspective:

High impact (from this perspective legacy RNC will see a similar architecture as alt 2)
RAN nodes upgrade:

Medium impact (new CP functionality in NodeB)
Summary: High impact


	Legacy RAN perspective:

No impact (similar as alternative 1)
RAN nodes upgrade:

Very high impact (UP processing in NodeB, new interface affecting RNC and NodeB)

Summary: Very High impact

	Interworking with Legacy UEs

(includes CS Domain handling)
	No impact

PS and CS calls are handled as done in UTRAN today.
	Medium impact

PS calls are handled in the evolved architecture

CS calls are routed back to traditional architecture.
	No impact

PS and CS calls are handled as done in UTRAN today.
	High impact

Impact on CS CN unless CS-UP calls should be processed by RNC-CP.

	Efficiency of MDC Support
	High.

The traditional architecture can support macro-diversity.
	Medium

This architecture can support macro-diversity, but the efficiency becomes a deployment question
	High

This architecture can support macro-diversity in a similar manner as the traditional architecture.
	Low

This architecture can support macro-diversity if Iur between Node Bs, but the efficiency becomes a deployment question

	Transport Scalability / Backhaul costs
	Not possible to evaluate, requires a better definition
	Not possible to evaluate, requires a better definition
	Not possible to evaluate, requires a better definition
	Not possible to evaluate, requires a better definition

	Last Mile Bandwidth Usage (due to eHSPA Arch)
	Good

(Assumption on star based transport network topology)
	Fair

(Assumption on star based transport network topology)
	Good

(Assumption on star based transport network topology)
	Fair

(Assumption on star based transport network topology)

	Interruption time / User experience.

	Good

UP termination need only to be relocated when changing RNC
	Fair

UP termination need to be relocated when UE change NodeB.
	Good

UP termination need only to be relocated when changing RNC
	Fair

UP termination need to be relocated when UE change NodeB.

	Radio Efficiency


	Covered in RRM support
	Covered in RRM support
	Covered in RRM support
	Covered in RRM support

	User Throughput Increase
	No major difference
	No major difference
	No major difference
	No major difference

	RRM support


	Good
Supports multi-cell and single cell RRM
	Fair
Support single cell RRM good. Multi-cell RRM may be supported using Iur but efficiency is an issue
	Fair
Support single cell RRM good. Multi-cell RRM may be supported using Iur but efficiency is an issue
	Good
Supports multi-cell and single cell RRM

	Number of CP & UP Nodes
	2 CPUP nodes
	1 CPUP node
	2 CPUP nodes


	 1 CP and 1 CPUP node


4. Analysis

From the table it can be seen:

· Alternative 1: The traditional architecture performs overall well in all areas. This architecture will also likely be the one that provides the smoothest upgrade path as the functional split is maintained from Rel6.

· Alternative 2: Shows possibilities to support very low user plane latency, but suffers from concerns on:

· Security termination in remote site. Our assumption is that decreased security can be acceptable at certain sites, but certainly not at all sites. Thus this architecture alternative could exist as a deployment alternative to the traditional architecture but could not be the “only” architecture for HSPA architecture evolution.

· Support for soft handover: Efficient support for soft handover will require that the operator plans his deployment creating a relation between radio network layer and transport layer.

· Major impact on CN nodes. Main concern is how CN nodes are capable of handling a large number of “RNCs” and the consequences in terms of increased signaling for mobility. Further with the potential one tunnel solution, this means that both GGSN and SGSN will be affected.

· Alternative 3: Performs overall well in many areas, but not significantly better than the traditional architecture in any area. Further studies are required to analyze if the “gain is worth the pain”, meaning that if this architecture performs significantly better than the traditional architecture in any area to motivate the work on specification updates and product migration.

· Alternative 4: Control plane/user plane split does not seem to be beneficial. Major concerns are the difficulties of a user plane – control plane split of the current RNC model, and the foreseen impact on existing specifications. This alternative also suffers from the same concerns of security termination in Node B and CN impact as Alternative 2. 

5. Proposal
In this contribution we have presented an evaluation table for the HSPA architecture evolution work. We have also analyzed the four existing proposals on HSPA architecture evolution. 

We propose that:

1. Section 2 and 3 in this contribution is agreed and included in 25.999.

2. Architectures containing a RNC split into a control plane and user plane part (among them Alternative 4 in this contribution) shall be excluded from further analysis due to their technical difficulties, and foreseen major impact on existing specifications and products.

3. Further analysis is devoted to architecture Alternative 2 and Alternative 3, for example in the areas of: standardization impact, performance gains compared to the traditional architecture, CN and RAN impact and migration, in order to conclude if the “gain is worth the pain”.
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Annex A – UP Latency Calculations
The UE is assumed to be in CELL_DCH state. The RTT is measured from the UE up to the content server in the CN domain and back to the UE. This corresponds to the optimal case where the content server is located in the CN domain of the operator. If the file resides in the internet, the RTT will be increased. 

Alt 1: User plane RTT = 30 ms 
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Figure A1: User plane RTT components

Table A1: User plane RTT estimation
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Value

Description

T1

2

UE encoding delay + TTI alignment

T2

2

1. Uu transfer delay

T3

2

NodeB decoding delay

T4

3

2. Iub transfer delay (3 hops, high capacity fiber optics transport network)

T5

0.5

RNC processing delay

T6

1

3. Iu transfer delay

T7

5

CN delay (includes content server delay)

T8

1

4. Iu transfer delay

T9

0.5

RNC processing delay

T10

3

5. Iub transfer delay (3 hops, high capacity fiber optics transport network)

T11

3

NodeB encoding + TTI alignment + HS-SCCH offset (no scheduling delay, no HARQ retransmissions)

T12

2

6. Uu transfer delay

T13

5

UE processing delay

Total

30


Alt 2: User plane RTT = 28 ms

In alternative 2, the RNC is no longer in the user plane path. However, the functionality of the RNC needs still to be supported in NodeB, thus in this estimation the RNC delay of 0.5 ms is moved to NodeB. Transport network delays are somewhat reduced since one hop (=RNC) is removed from the path. In our estimation, one hop delay is 1 ms, i.e. in total the RTT is reduced by 2 ms to 28 ms.

Alt 3: User plane RTT = 30 ms

Moving the CRNC functionality from RNC to the NodeB is not expected to change the user plane RTT, thus the same figure as Alt 1 applies.
Alt 4: User plane RTT = 28 ms 

The user plane RTT is similar as for alternative 2.

Annex B – User Throughput Calculations
For the user throughputs we have used the following assumptions. 

FTP download of a 0.5, 1, 5 and 10 MByte file with the RTTs assumed in section 2.1. 

FTP download of a 5 MByte file with the RTTs assumed in section 2.1. The TCP throughput was calculated with an analytically model presented in [1]. The following graphs illustrate the relation between RTT and end user throughput. From the figures it can be seen that the difference in user plane RTTs do not impact the TCP performance very much. Main reason for this is that the differences in RTT are small but also that the file sizes are significantly larger than the bandwidth – delay product of the connection.

For large file sizes, the impact is negligible. As the file size is decreased, the RTT starts to impact on the TCP throughput. This is explained by that a proportionally longer time of the download is spend in TCP slow start, and that the RTT has the most effect during the TCP slow start phase. Even with the largest difference in TCP throughput for the different alternatives (500 kBytes file size) there is not more than a 6% difference in user perceived throughput.
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Figure B1: User throughput for a 10 MByte file (left) and a 5 MByte file (right)

[image: image6.emf]0

5

10

15

20

25

20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50

RTT [ms]

TCP throughput [Mbps]

Link Rate = 40 Mbps Link Rate = 28 Mbps Link Rate = 14 Mbps

[image: image7.emf]0

2

4

6

8

10

12

14

16

18

20 22 24 26 28 30 32 34 36 38 40 42 44 46 48 50

RTT [ms]

TCP throughput [Mbps]

Link Rate = 40 Mbps Link Rate = 28 Mbps Link Rate = 14 Mbps


Figure B2: User throughput for a 1 MByte file (left) and a 500 kByte file (right)
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Sheet1

		Time		Value		Description

		T1		2		UE encoding delay + TTI alignment

		T2		2		1. Uu transfer delay

		T3		2		NodeB decoding delay

		T4		3		2. Iub transfer delay (3 hops, high capacity fiber optics transport network)

		T5		0.5		RNC processing delay

		T6		1		3. Iu transfer delay

		T7		5		CN delay (includes content server delay)

		T8		1		4. Iu transfer delay

		T9		0.5		RNC processing delay

		T10		3		5. Iub transfer delay (3 hops, high capacity fiber optics transport network)

		T11		3		NodeB encoding + TTI alignment + HS-SCCH offset (no scheduling delay, no HARQ retransmissions)

		T12		2		6. Uu transfer delay

		T13		5		UE processing delay

		Total		30
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