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1 Introduction

At the last RAN3#53bis meeting there have been two solutions discussed for executing the path switching on S1 after handover completion. The two solutions differ in whether the UP path switching is signaled via S1-CP or via S1-UP. The main argument in favor of signaling in S1-UP has been the reduced switching delay [1]. In this contribution we analyze the two options, especially focusing on the delay and performance aspects.
2 Delay and Performance Aspects
Figure 1 shows the delay of the signaling messages until the path is switched in case of the two solutions. In order to get a conservative estimation of the delay difference in the two cases we analyze worst case scenarios. That is, we assume that the MME is located higher up in the network hierarchy, while the UPE can be closer to the eNodeBs.
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Figure 1: Path switching delay components
Estimation of the delay difference

In case of option (a), that is, when the path switching is done in S1-CP, an S1-CP signaling message is sent first to the MME, which needs to be processed in the MME and then the signaling needs to be sent further to the UPE. We assume that it takes roughly ~10 ms until the S1-CP message reaches the MME, which corresponds to a worst case transmission delay from the eNodeB to the MME. Then we assume a processing delay of ~2 ms in the MME, a transmission delay of ~5 ms to the UPE and another ~2 ms processing delay in the UPE until the path is finally switched by the UPE. This gives altogether approximately <~20 ms switching delay, assuming worst case (i.e., distant MME and conservative processing delay estimates).

We assume a shared SCTP connection based signaling transport on S1-CP, i.e., no additional delay needs to be taken into account related to the setup of signaling connection before the path switch message could be sent. We believe that it is reasonable to assume that the signaling connection between the eNodeB and MME will be shared by multiple UEs and no individual SCTP connections need to be setup per UE. Otherwise, the individual SCTP connection setup delay would have negative impact on other procedures as well, e.g., on X2 procedures. For example, if the dedicated SCTP connection principle were adopted on the S1/X2 interfaces, then it would mean increased handover preparation delay on the X2 interface, which would be unacceptable from a radio performance and efficiency point of view. Moreover, there will always be signaling procedures (e.g., initiation procedures) that can be sent only on a shared signaling connection, hence, the sharing of the signaling connection by multiple UEs is a reasonable assumption.
In case of option (b), that is, when the path switching is done in S1-UP, we assume a transmission delay of ~5 ms to the UPE (i.e., UPE close to the eNodeB) and ~2 ms processing delay in the UPE. This gives altogether approximately ~7 ms delay until the path is switched.
We can conclude that the worst case delay difference of the path switching in the two cases is approximately ~10 ms, i.e., in case of signaling the path switch via S1-CP the path may be switched ~10 ms later as compared to signaling it via S1-UP. 
Impact on non-real time services

Looking at the impacts of this path switching delay difference from a user perceived performance point of view we have to differentiate between real-time and non-real-time services. In case of non-real-time services packet forwarding between source and target eNodeB would anyhow need to be employed, otherwise the performance would be limited by the loss of the buffer content at the source side. This means that for non-real-time services the path switching delay difference has no impact at all because packet forwarding is employed anyway or in case of no packet forwarding the performance will be constrained by the buffer loss and not by the switching delay.
Impact on real-time services

For real-time services without packet forwarding support, switching the path ~10 ms later may result in the loss of one additional voice frame in the worst case. We can assume that typical voice coders generate voice samples at every 20 ms. Hence if the path is switched 10 ms later then in roughly half of the cases it may result in the loss of one additional voice packet. Losing an additional voice packet in the worst case due to the higher path switching delay has negligible impact on the user perceived performance. Note that other voice packets would most likely be lost as well independently of the path switching method, unless forwarding is employed.

3 Signaling Complexity Aspects
Introducing S1-UP signaling for the path switching would appear as an add-on to the existing interface procedures, that is, it would bring in more complexity in a number of aspects, which are explained below.
· Introducing S1-UP signaling brings in more complexity into the overall signaling procedure and in particular to the S1-UP protocol. The S1-UP signaling cannot replace the mobility signaling in S1-CP completely. The S1-UP signaling can be viewed only as an additional enhancement, the gain of which is though questionable, but it cannot be a replacement of the S1-CP signaling. That is, the UE mobility would still need to be signaled in the S1-CP as well. One reason is that only the S1-CP signaling would provide security and reliability. Moreover, the MME needs to be updated with the UE location anyhow e.g., in order to be able to initiate NAS procedures.

The use of S1-UP path switching signaling can be seen as add-on to the existing procedure, which is not essential for the correct operation of the system and it does not need to be specified in the first release of the specification. This procedure can also be introduced later, if deemed necessary from a performance point of view.  

· Due to the parallel signaling of mobility both via S1-UP and S1-CP the error cases become more complicated and race conditions need to be handled. For example, there can be many exceptional cases such as, when the S1-UP path switching signaling arrives to the UP later than the signaling via the MME due to the loss of the connection-less message.

· The S1-UP connection-less signaling raises a number of security concerns as well. If the S1-UP signaling is not combined with proper security support then the system can become vulnerable to all kinds of DoS attacks. For instance, it becomes possible to send fake path switching commands to the UPE and steer the traffic of the UE. If one wants to secure the system against such attacks then it requires to create a secure relationship between the UPE and eNodeB, which would be like a signaling connection between the two nodes. This connection would need to be configured and managed very similarly to the eNodeB-MME signaling connection.

· We would lose some of the benefits of UP-CP split, for which the split was introduced originally. The solution would no longer be a clear UP-CP split and this is not only a theoretical question. The non-clear UP-CP separation has such consequences as the appearance of a signaling relation also between the eNodeB and the UPE, which needs to be maintained, configured etc., and which adds to the complexity.

4 Summary

The table below summarizes the benefits and drawbacks of introducing the S1-UP path switching option. The performance benefits that such a solution may bring about need to be weighed against the additional complexity. 
	Implications of adding S1-UP path switching signaling

	Benefits
	Drawbacks

	Slightly shorter path switching delay but no measurable improvement on user perceived performance (delay gain < ~10 ms).

If forwarding is employed, the switching delay difference does not matter at all.

If no forwarding and non real-time services the buffer loss at the source limits the performance and not the switching delay.

If no forwarding and real-time services, there might be at most one additional packet loss in worst case due to longer path switch delay but no measurable impact on the user perceived performance.
	More complexity on S1-UP and in the overall signaling procedure. Mobility signaling in S1-CP cannot be replaced. (It is only an add-on, not essential for the first release, it can also be introduced later, if necessary.)
Handling of error cases and race conditions due to parallel signaling (both on S1-UP and on S1-CP) becomes more complex.

Security concerns with the connection-less S1-UP signaling (e.g., DoS attacks, steering UE traffic).

Signaling relation appears also between the eNodeB and the UPE (i.e., not only between the eNodeB and the MME). More signaling connections to configure and to manage, i.e., more complexity. 
Losing the benefits of a clear UP-CP split.


Table 1: Benefits and drawbacks of S1-UP path switch signalling
5 Conclusion

We ask RAN3 to agree on the working assumption of using S1-CP signaling for path switching and capture the agreement in Section 7 of R3.018.
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