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1. Introduction
From the previous meetings in RAN WGs and SA2, two HO procedures for UE in LTE_Active have been identified. One is for inter E-UTRAN mobility in LTE_Active (described in RAN Stage2 TS), and another one defined by SA2 in S2-063229 (R3-061279) for Inter PLMN handover cases and for deployment scenarios such as not fully meshed connectivity between eNB and MME/UPE (no S1 interface).
When pool area concept is adopted inside a PLMN, the existence of borders between different pool areas can not be avoided. 
This document clarifies the connectivity configuration of both S1 and X2 inside and between pool areas. This document will also show that, especially in Pool Area border, there will be an LTE_Active mobility case where X2 exists but S1 does not. Even for this case the adoption of intra E-UTRAN mobility procedure is preferable and two feasible solutions are clarified.

The problem with the number of pool area border exist when the number of pool area border (the number of pool area) inside a PLMN can not be neglected.
This problem is mainly because it is assumed not always possible to create big pool area, which means it is not always possible adopting MME with high processing ability that simultaneously connected to huge number of eNBs. Not all the MME will always be brand new equipment; some of them may be legacy equipment with enhanced software. 
2. Connectivity of S1 and X2 inside an arbitrary PLMN
When it is assumed that (semi) permanent SCTP association will exist both for S1 and X2 signaling end nodes, there will be restriction to the scope of S1 and X2 mesh configuration due to the limit of equipment processing ability.
For S1, at least a Pool Area (= MME Pool) is the scope of the mesh configuration (semi) permanent TNL.
Inside a Pool Area, each eNBs and its geographically associated MME(s) will be connected with a mesh (semi) permanent SCTP. 
For X2, at least a Neighboring List is the scope of the mesh configuration of (semi) permanent TNL. Inside a Neighboring List, each eNBs and its peers will be connected with a mesh (semi) permanent SCTP.
Neighboring List is an implementation measures that will allow the requirement in RAN stage TS that said‘There exists an X2 interface between the eNBs that need to communicate with each other’.
Figure 1 shows the scope of S1 and X2 mesh connectivity.
As an effort to satisfied the specification of ‘There exists an X2 interface between the eNBs that need to communicate with each other’ as it is written in RAN stage 2 TS, an operator will try its best to optimize the implementation of Neighboring List so that eNB that need to communicate with each other will always be connected with X2 interface. Since basically Neighboring List and its configuration should be operator’s implementation matter, depending on the implementation of Neighboring List, there may be cases where Neighboring List spans in two different pool areas (as shown by Neighboring List 1 in figure 1).
In this case, e.g. Neighboring List 1, there is an X2 between eNB4 and eNB5, but there is no S1 connectivity between eNB5 and MME Pool 2.
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Figure 1: Inter pool area mobility case
3. Inter Pool Area mobility handling
As shown in figure 1,UE moves from eNB1 to eNB 5, the UE starts from Pool Area 2 and uses MME from MME Pool 2. When UE moves from eNB4 to eNB5, as it is explained in section 2, in this case there is X2 between eNB4 and eNB5, but there is no S1 between target eNB (eNB5) and serving MME in MME Pool 2.

Basically since this kind of mobility is included to intra PLMN mobility, it is preferable if the normal intra E-UTRAN HO procedure can be adopted. There are two solutions on how to handle this problem:

· Alternative1: Creating a temporary TNL 

· Alternative 2: Introducing SUA protocol in S1
3.1. Alternative1: Creating a temporary TNL
This alternative is shown in figure 2, the procedure is shown in Annex 1and the following explains how alternative 1 would work.

· The handover is performed between eNB4 and eNB5, where there exist X2 between eNB4 and eNB5, but there is no S1 between eNB5 and the serving MME.
· Handover preparation will utilize X2 interface between eNB4 and eNB5. The necessary information for HO preparation, including the IP Address of the serving MME, will be conveyed by ‘HO Request’ message.

· Target eNB checks in whether the serving MME IP Address is included in its geographically associated MME, and decide whether S1 TNL (SCTP association) to the serving MME need to be established or not. 
The establishment of SCTP association is purely a TNL level processing, and therefore no specific S1 AP level message is needed.
· Since basically temporary TNL (SCTP association) can be established as long as the IP address information of the peer node is available, the establishment of SCTP association can be done right after target eNB receives the IP Address of the serving MME.

· Temporary TNL (SCTP association) for this UE will exist as long as UE is active.
From the explanation above, provided that the information to established TNL connectivity (SCTP association) can be obtained via X2, the creation of ‘Temporary TNL’ can be made as an implementation matter. 
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Figure 2: Inter Pool Area mobility with temporary TNL

3.2. Alternative2: Introducing SUA protocol in S1 
This alternative is shown in figure 3, and the following explains how alternative 2 would work. 
· The handover is performed between eNB4 and eNB5, where there exist X2 between eNB4 and eNB5, but there is no S1 between eNB5 and the serving MME in MME pool 2.
· Handover preparation will utilize X2 interface between eNB4 and eNB5. The necessary information for HO preparation, including the IP Address or MME ID of the serving MME, will be conveyed by ‘HO Request’ message.

· In this alternative, source eNB does not need to check whether the MME is within the list of its geographically associated MMEs, but just pass the S1 messages (HO Complete, etc.) to one of its geographically associated MMEs (in MME Pool 1)
· The SUA layer in the MME in Pool1 will relay all the S1 messages from this UE to the serving MME in Pool2.
The functionality in SUA that will be responsible to route the message to the next destination node is AMF (Address Mapping Function) utilizing GTT mechanism such as address mapping with IP Address.
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Figure 3: Inter Pool Area mobility with relay via SUA 


Figure 4: Protocol stack with SUA layer
4. Conclusion and proposal 
· The scope and restrictions of S1 and X2 mesh connectivity in term of SCTP association configuration was clarified. 
The restriction on mesh SCTP association configuration for S1 and X2 is resulted from the equipment processing limitation to maintain a (semi) permanent SCTP association between each signaling end nodes. 
For S1, the scope of mesh SCPT association configuration is at least within a Pool Area, and for X2 the scope of msh SCTP association is at least within a Neighboring List.

· While a Neighboring List adoption is an implementation matter as it is in 3G, to satisfied the specification where ‘There exists an X2 interface between the eNBs that need to communicate with each other’, Neighboring List may span in two different pool area in pool area borders as described in [4], which result in the mobility case where there is X2 interface between source and target eNB, but there is no S1 interface between target eNB and serving MME.

· For inter pool area mobility procedure, the following two alternative solutions are considered useful to prevent unnecessary interruption (both C-plane, U-plane perspective) during intra E-UTRAN LTE_Active mobility:
Alt. 1: Creating temporary TNL connection and 
Alt.2: Introducing SUA protocol in S1

· DoCoMo prefers the solution in Alt. 1 due to the following reasons:
- It is simpler than introducing new protocol and more aligned with the nature of IP connectivity.
- HO procedure for intra E-UTRAN LTE_Active may be re-used.
- Provided that the necessary information element for establishing temporary TNL, e.g. serving MME IP Address, can be obtained during HO preparation, this solution can be made as an implementation matter.
· It is proposed that RAN3 discusses this issue. 
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ANNEX:

ANNEX 1: Handover procedure for Inter Pool Area mobility with Temporary TNL
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ANNEX2: Handover procedure for Inter Pool Area with introduction of SUA in S1
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