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1 Introduction

In this contribution we make a first step toward specifying the user plane tunneling protocol on the S1/X2 interface. First, we make a list of the requirements that the tunneling protocol is expected to fulfill. Then we compare different solutions and match them against the requirements. Finally we conclude that a tunneling protocol similar to GTP would be the most suitable on the S1/X2 user plane.
2 Requirements

Below is an extract from the RAN TR 25.912, which already includes a list of the functions that the tunneling protocol on the S1/X2 interfaces should support. 
S1-UP tunneling protocol functions:

· Indication of the SAE Access Bearer in the target node that the packet belongs to. 

· Means to minimize packet losses due to mobility. 

· Error handling mechanism

· MBMS support functions

· Packet loss detection mechanism

X2-UP tunneling protocol functions:

· Indication of the SAE Access Bearer in the target node that the packet belongs to. 

· Means to minimize packet losses due to mobility. 
It is also stated that the same tunneling protocol should be used on the S1 and X2 interfaces.

3 Tunneling Protocol Options

We can identify basically three main options for the tunneling solution on the S1/X2 interfaces:
a) 3GPP tunneling protocol,

b) 3GPP Framing protocol with UDP/IP tunneling,

c) IETF tunneling protocol, e.g., Generic Routing Encapsulation (GRE).

An example for the 3GPP tunneling protocol could be a protocol similar to GTP-U. The framing protocol solution could be something similar to what is used on Iub in IP UTRAN, while the Generic Routing Encapsulation is an IETF protocol, which enables the tunneling of any upper layer protocol over IP. The protocol stacks in case of the three solutions are shown in Figure 1. The figure also shows the packet encapsulation formats and the corresponding protocol headers.
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Figure 1: User plane protocol stacks over S1/X2 in case of the three solutions
SAE Access Bearer identification

One of the most important functionalities of the tunneling protocol is the identification of the SAE Access bearers on the S1/X2 interfaces. The identification of the access bearers is achieved differently in case of the three solutions. 
(a) In case of a 3GPP tunneling protocol the tunneling header can carry a Tunnel Endpoint ID (TEID), which identifies the access bearer context at the receiver side. The receiver allocates the corresponding TEID to each access bearer, which the transmitter has to use in the header of the transmitted tunneling PDU. The tunneling PDUs are transmitted over a UDP/IP connection from the transmitter side tunneling protocol entity to the receiver side entity.  The UDP/IP connection is identified by source-destination UDP ports and IP addresses. This solution is similar to the use of TEID in GTP-U [2]. All the access bearers between a given source and destination tunneling endpoints are transmitted over the same UDP/IP connection. Note, however, that this does not mean that the access bearers belonging to different QoS classes cannot be separated on the transport network. For instance, the DiffServ Code Point (DSCP) in the transport IP header can be set according to the QoS class of the packets carried in the given GTP tunnel. 
One advantage of using a 3GPP specific tunnel endpoint identification scheme is that a proper range for the TEID field can be selected and there is no need to rely on UDP port numbers for tunnel identification. The range of the TEID field can be set large enough to allow the uniqueness of the TEID values over all the active connections at a given tunnel endpoint. For instance, this would allow for a UPE node to assign unique UL TEID (e.g., 4 octets) values for all of its active connections and identify the connections solely based on the TEID value. This would not be possible if UDP port numbers (2 octets) were used to identify the Access Bearers, where the source-destination IP addresses and UDP port numbers are all needed for the unique identification of the access bearer. One advantage of the uniqueness of the TEID values is that the UL transmission from the eNodeB to the UPE can start immediately after a handover without first negotiating new tunnel identifiers.
Using a 3GPP tunneling protocol solution on the S1/X2 interface is also more inline with the evolution of the Iu-PS interface, which uses GTP-U for user plane tunneling.

(b) In case of the Framing protocol solution there is a separate UDP/IP tunnel for each access bearer and the access bearers are identified by the source-destination UDP port numbers and IP addresses. That is, the de-multiplexing of access bearers is done by the UDP/IP layer, which also means that on the framing protocol layer there will be a separate framing protocol entity per SAE access bearer. The framing header may include fields such as a sequence number but alternatively it may be transparent as well. One drawback of using the UDP port numbers for access bearer identification is that it reserves a large fraction of the UDP port number space, i.e., fewer number of ports remain for other purposes. Moreover, it may imply a generic increase of security risk due to the large number of open UDP ports. Another aspect, which has been already mentioned above, is that the non-uniqueness of the destination UDP port numbers at the UPE may require to negotiate the new UL/DL UDP port numbers associated with the given access bearer before UL transmission can start. Otherwise, the UPE would not know which access bearer the given PDUs belong to when it starts receiving UL traffic to the same destination port number but from a new source port number and IP address. (Note that more than one access bearer may use the same destination port at the UPE.)
One potential advantage of this solution is that the protocol overhead would be smaller compared to option (a) as there is no need for a separate TEID field for the identification of the tunnel.
(c) In an IETF tunneling protocol based solution one may consider the use of the Generic Routing Encapsulation protocol [3], which enables the encapsulation and the tunneling of any higher layer protocol over IP. (However, a new protocol type value corresponding to the SAE Access Bearer tunneling would need to be defined.) A GRE header is added to the upper layer PDU (PDCP in this case), which is then encapsulated into an IP packet. Since in the newer version of the GRE protocol, the GRE header includes only a Protocol Type field, there is no possibility to identify the SAE access bearers. Note that the tunnel destination IP address cannot be used either for access bearer identification as this address is set to the IP addresses of the eNodeB and the UPE in the downlink and uplink, respectively. That is, the GRE protocol is not a feasible solution for the SAE Access Bearer tunneling and therefore, we are not going to consider it any further. Note that other, IP-in-IP encapsulation based solutions are not feasible options either, since we need to encapsulate PDCP PDUs and not IP packets. An IP-in-IP encapsulation solution could use only the destination IP address of the inner IP packet to identify the bearer. However, the inner IP packet is not visible in the eNodeB, as it is ciphered and encapsulated in a PDCP PDU. Therefore, any solution relying on the destination IP address of the user IP packet to identify the access bearer, such as netlmm [4] is not a feasible option either.
Means to minimize packet losses due to mobility
Both options (a) and (b) enable to setup a temporary tunnel between source and target eNodeB and forward the packet during a handover and thereby minimizing the packet losses.
MBMS support functions

Since neither the MBMS architecture nor the details of realizing the MBMS service in LTE (e.g., the bearers) have been defined yet, it is unknown at the moment what type of MBMS support will be required on the S1 interface. For instance, it can be expected that some kind of synchronization support on the S1 interface might be required for the efficient support of the MBMS service but details such as the accuracy of the synchronization (e.g., on radio frame level or on the level of packet granularity) is yet to be decided. However, we believe that either tunneling option (a) or (b) is selected, the necessary functions for MBMS support can be added in both cases with equal effort.
Multicast support could be another function of the S1 interface that the implementation of the MBMS service may benefit from. Again, the use of multicast on the S1 interface is inherently possible in both option (a) and (b).

Packet loss detection mechanism

For detecting packet losses it is possible to assign sequence numbers to the tunneling PDUs both in option (a) and (b) and detect lost packets based on missing sequence numbers. In solution (a) the sequence number is carried in the tunneling protocol header, while in solution (b) the framing header can carry the sequence number.
Finally, the comparison of the different tunneling options is summarized in Table 1.
	
	3GPP tunneling protocol
	3GPP framing protocol
	GRE and other IP-in-IP tunneling solutions

	SAE Access Bearer identification
	by TEID in tunneling header
+ 
TEID can be unique per   node

+ 
UL transmission can start immediately after HO, no ambiguity

+ 
a natural evolution of the Iu-PS UP interface
- slightly larger overhead
	by src-dest UDP port and IP address

+
somewhat lower overhead

- 
dest UDP port may not be unique => ambiguity may occur in UL after HO => UL transm. may be delayed
-
waste of UDP ports

-
potential security risk due to many ports being open
	No means to identify the bearers => not a feasible option, ruled-out

	Means to minimize packet losses due to mobility
	Forwarding tunnel is supported
	Forwarding tunnel is supported
	

	MBMS support functions
	The required MBMS support functions are unclear at the moment. Support for such functions as synchronization and the use IP multicast are possible to add in both options.
	

	Packet loss detection
	Based on the sequence number in the tunneling header
	Based on the sequence number in the framing header
	


Table 1: Comparison of tunnelling options
4 Conclusion

Based on the comparison above we conclude that a 3GPP tunneling protocol would be the most suitable solution for the user plane on the S1 and X2 interfaces. The specification of such a 3GPP tunneling protocol could be based on GTP-U. We kindly ask RAN3 to agree on the need for a 3GPP tunneling protocol for the S1/X2 interfaces, which would be most suitably based on GTP-U, and to start developing the S1/X2-UP specification based on these working assumptions.
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