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Foreword

This Technical Report has been produced by the 3rd Generation Partnership Project (3GPP).

The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:

Version x.y.z

where:

x
the first digit:

1
presented to TSG for information;

2
presented to TSG for approval;

3
or greater indicates TSG approved document under change control.

y
the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.

z
the third digit is incremented when editorial only changes have been incorporated in the document.

1
Scope

This clause shall start on a new page. No text block identified. Should start:

The present document is part of the Release 7 Study  Item “UTRA UTRAN Long Term Evolution”.  

The purpose of the present document is to record the development of the evolution – discussion and agreements - of the 3GPP Radio Access Technology towards an Architecture which fulfils the requirements as described in [3]. 
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3
Definitions, Symbols and Abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions apply.

3.2
Symbols

For the purposes of the present document, the following symbols apply:

Symbol format

<symbol>
<Explanation>

3.3
Abbreviations

For the purposes of the present document, the following abbreviations apply:

ARQ
Automatic Repeat Request

AS
Access Stratum

CN
Core Network

DL
Downlink

eNodeB
E-UTRAN NodeB

aGW
E-UTRAN Access Gateway

HARQ
Hybrid Automatic Repeat Request

HO
Handover

L1
Layer 1 (physical layer)

L2
Layer 2 (data link layer)

L3
Layer 3 (network layer)

MAC
Medium Access Control 

NAS
Non-Access Stratum

PDCP
Packet Data Convergence Protocol

PDU
Protocol Data Unit

RLC
Radio Link Control

RRC
Radio Resource Control

SDU
Service Data Unit

TCH
Traffic Channel

UE
User Equipment

UL
Uplink

UMTS
Universal Mobile Telecommunications System

UTRA
UMTS Terrestrial Radio Access

UTRAN
UMTS Terrestrial Radio Access Network

Other abbreviations used in the present document are listed in [2].

4
Background and Introduction 

At the 3GPP TSG RAN #26 Meeting, the Study Item description on "Evolved UTRA and UTRAN" was approved [1].
The justification of the Study Item was that with enhancements such as HSDPA and Enhanced Uplink, the 3GPP radio-access technology will be highly competitive for several years. However, to ensure competitiveness in an even longer time frame, i.e. for the next 10 years and beyond, a long-term evolution of the 3GPP radio-access technology needs to be considered.

Important parts of such a long-term evolution include reduced latency, higher user data rates, improved system capacity and coverage, and reduced cost for the operator. In order to achieve this, an evolution of the radio interface as well as the radio network architecture should be considered.

Considering a desire for even higher data rates and also taking into account future additional 3G spectrum allocations the long-term 3GPP evolution should include an evolution towards support for wider transmission bandwidth than 5 MHz. At the same time, support for transmission bandwidths of 5MHz and less than 5MHz should be investigated in order to allow for more flexibility in whichever frequency bands the system may be deployed.

The purpose of this TR is to record the discussion and agreements that arise in the specification of the “Evolved UTRAN” from an Access Architecture and Interface specification point of view. 

5
Requirements

In addition to the Requirements and Objectives outlined and agreed upon in [3], the following specific requirements to RAN3 should be applied:

[Editor’s Note:  Add “RAN3”only requirements]
6 Study Areas

6.1 Introduction

The development of the Evolved UTRAN will bring about a re-evaluation of established functions and the introduction of new functionalities compared to the pre LTE Access Network. 

This section should capture what these functionalities are and describe the issues and discussion during their formulation.
6.2

Mobility Management: LTE Idle 

6.2.1
Introduction

LTE_IDLE mode is the state in which the UE is not performing Uplink/Downlink transfer, has a low power consumption but where it’s location should be known by the network e.g. within a TA or when upon crossing of TA boundary, updates are performed. 

Two scenarios for LTE_IDLE mode handling have been discussed where handling of idle mode subscribers is performed in the eNodeB, or “above” the eNodeB.
6.2.2
LTE_IDLE handling in eNodeB

The following points summarise the proposal to have LTE_IDLE handling in the eNodeB:

· As long as a UE is registered in a TA, LTA_IDLE is handled by a “serving eNodeB”

· Serving eNodeB keeps context and UP tunnel (no TNL resources established)

· serving eNodeB spreads paging in TA

· eNodeB context data mirrored in CN

· security contexts (for radio) would be maintained in eNodeB context

· subscription info handling (for roaming restriction, accept/deny) in eNodeB

· change in subscription data needs to be passed to eNodeB

· context retrieval from old NB (UE keeps old NB address)

However, the following points were noted in the discussion of the above:

· Within the Tracking Area, all eNodeBs are required to be able to signal to each other i.e. a full mesh and also fully meshed security associations between eNodeBs in adjacent TAs would be required.

· This would require significant IOT testing

· There would be requirements on NB availability

· LCS paging by CN

· CN updates HSS

· charging, i/f to HSS in CN

· rather loose interworking with 2/3G (= no combined RA/TAs)

6.2.3
LTE_IDLE handling above eNodeB

6.2.3.1
Mobility Management Entity (MME)

Where LTE_IDLE handling does not take place in the eNodeB, geographically distributed Mobility Management Entities (MME) are required.

This MME would be the entity that maintains the UE/user attach status, mobility, security and IP bearer status. It is assumed that the MME can store the UE context for long to allow for detach and reattach with temporary identity (user identity confidentiality)

It is assumed that the MME where the UE is registered stores subscriber information, e.g. permanent and temporary user identities, mobility state, tracking area,

The MME functions would include:

· Access to data from the Home Database.

Editor’s Note

It is the understanding of RAN2/3 that the MME has access to subscription information from the Home Database, but further clarification is needed, whether for the roaming case this access is performed directly or via a proxy.

· keeping subscription data (allowed areas, etc.)

· Accept/Deny UEs location in IDLE
· Store UEs location (TA) in IDLE
· handling of user identity confidentialty (TMSI, number space might be an issue)

· redundancy shall be supported (~ Iu flex)

Editor’s Note:

The next point requires discussion/approval from the experts in SA3

· Store security related data and bearer service configurations to speed up connection/bearer setup

· Store QoS related bearer service configuration data

Note the following:

· It is not known if this configuration data would include Radio related configuration data.

Note that where LTE_IDLE handling takes place above the eNodeB in an evolved system architecture, it is FFS whether it resides in the RAN or CN. 

MME/UPE initiates the Resource Establishment towards the responsible radio functions.

6.2.3.3
Intra MME Mobility

Refer to Chapter 7.7 in [6] for additional information on this functionality.

Paging functionality of the UPE requires further investigation – refer to Chapter 7.14 in [6].

6.2.3.4
 “Inter” MME Mobility

It is FFS whether inter MME mobility is done with a context transfer (relocation) or a re-attach based scheme.

It is FFS whether a UE can be registered in more than one 3GPP access system at one time and the possible effects on SAE/LTE.

Refer to Chapter 7.5.2 in [6] for additional information on this functionality.

6.2.3.5
User Plane Entity

The UPE Functions include:
· For idle state UEs, acts as the termination point for the downlink user plane 

· triggers/initiates paging when downlink data arrives for the UE

Note that the location of the UPE (termination of UP packets for paging) is not known i.e. within the MME or in another node).

The relationship between the location “Tracking Area” and the cells of the eNodeB is FFS i.e. whether it is known or should be maintained in a database. 

It is FFS as to whether the MME and the UPE will reside in the same entity i.e. whether the interface between these two entities is “open” or not.

The location of the user plane anchor for intra LTE-Access-System mobility is FFS.

6.2.3.6
Inter System Access Mobility

FFS.

6.3
Mobility Management: LTE Active Behaviour

6.3.1

Introduction

The behaviour and management of intra-AS mobility of the UE when in LTE Active State needs to be analysed. 

6.3.2
Resource Establishment and QoS Signalling 

6.3.2.1 Introduction

Whilst it is FFS as to the exact role of the MME during Resource Establishment, the establishment of Resources for a subscriber depends upon that subscriber’s subscription and this is checked by the MME/UPE. This is also the case for requests to set up resources via application signalling.

Granting of resources – although not necessarily the requested QoS - in the establishment of non-default QoS resources can occur, but it is FFS to which extent a negotiation/re-negotiation of requested network resources shall be possible.

Resource Establishment refers to the setting up of both network and radio resources in addition to the required UE signalling e.g. providing the requested QoS, linking radio resources to the application layer.

Non-default IP Access i.e. different default QoS will require signalling of that QoS.

6.3.2.2 QoS concept on S1

This section covers the following topics:

- Separation of RNL and TNL QoS handling

- QoS handling on RNL

6.3.2.3 Separation of RNL and TNL QoS handling

Each data packet is associated with a specific QoS description on the SAE Access Bearer level, which then will be translated to the SAE Radio Bearer level for radio specific priority handling. 

Although there may be solution where DSCP marking for a user data packet in the S1 transport layer (TNL QoS) is directly connected to its radio priority handling (RNL QoS), the current working assumption is that TNL QoS is not used to indicate radio priority due to the following reasons:

· The QoS requirement is different in a strict sense between radio link and transport network
One possible case is that the radio resource is more limited in radio link than that of transport network. In this case, more strict QoS classification might be required on radio transmission. Therefore, in general QoS requirement is different between radio link and transport network, depending on the operational situation. 
For example, there is a possibility to set QoS each for voice, PoC (Push to talk over Cellular), TV phone, IMS signalling, BE packet with flat rate and BE packet with metered rate on radio. But such a fine classification is not needed on wired network. 

· Independency and expandability
By allowing the independency between RNL and TNL QoS handling, QoS scheme improvement in the future LTE radio side is possible without the necessity to also change TNL QoS handling setting on IP network.

· No TNL QoS handling or the transport network belong to a different operator
Basically, TNL QoS handling, i.e. Diffserv operation, etc., should be a network operator’s choice. It depends on how much provision to backhaul, performance of IP routers, and setting and maintenance cost for TNL QoS handling. Even if some operators may choose not to have a specific TNL QoS handling, they still have to provide the required QoS handling on radio.

· The flexibility that a transport network operator wants to keep for the setting of the TNL QoS handling. 

Note that even if RNL and TNL QoS handling is separated, it does not mean that TNL QoS mapping in the transport network will be made independent from the SAE Bearer QoS description, but simply that some degree of liberty is given between the two.

6.3.2.4 QoS handling on RNL

6.3.2.4.1 Control Plane:

For QoS handling on RNL, a QoS profile per SAE Access Bearer flow per UE is indicated by out-of-band signalling to the eNodeB during resource establishment. The content of the QoS profile is FFS.

6.3.2.4.2  User Plane:

eNodeB needs to identify different SAE Access Bearer flows from different UEs in order to provide appropriate QoS on radio network layer functions. 

These identifications may also be used to communicate the linking of the SAE Access Bearer flows to the corresponding applications within the UE, details are FFS.
6.3.3

Handover

Note 1: The location of the functional entity “RRC” is not yet decided, either in the eNodeB or in the MME/UPE. The functional entity “PHY/MAC” is located in the eNodeB. 

Note 2: The MME/UPE is co-located in one functional entity for simplicity reasons.

6.3.3.1  Intra-LTE-Access Mobility Support for UEs in LTE_ACTIVE: C-Plane 

6.3.3.1.1  Option C-1) HO procedure with MME/UPE involvement

This option involves the MME/UPE in the HO preparation phase and HO completion phase. In the HO preparation phase the request to reserve resources for the user plane between eNode B and UPE and to allocate radio resources such as cell specific UE-id and user-plane buffer at the target side are sent via MME/UPE. The outcome of the HO preparation phase is sent back to the source side via the MME/UPE to trigger the HO execution phase. Furthermore the deletion of the radio resources and user plane resources between eNode B and UPE at the source side is also triggered via the MME/UPE. 
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10 . Resource  Setup ACK  

6 . HO Request  

11 . HO Request ACK  

12 . HO  Command  

8 . Resource Setup  

4.  HO Required  

UE   Source  RRC   MME/ UPE   Target  RRC   Source  PHY/MAC   Target   PHY/MAC  

7 . Admission Control   

9 . Admission Control   

5.  Resource Setup   

18. Release Reso urces    @ source side  

14. L1/L2 signalling  

13.  HO Command  

15. HO Complete   16. HO Complete  

19. UE Update Location  

1. Provision of area restrictions  

2. Measurement  control   2. Measurements  

3. HO Decision   

17. Release Resource  


Explanation of the messages should be obvious and might need to be added.

6.3.3.1.2 Option C-2) HO procedure without MME/UPE involvement 

In this option the HO preparation messages are directly exchanged between the RRC entities without MME/UPE involvement. The release of the resources at the source side during the HO completion phase is triggered by the MME/UPE (see step 14). 
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Explanation of the messages should be obvious and might need to be added.

6.3.3.1.3 Option C-2) Re-establishment without MME/UPE involvement 

This section describes the re-establishment of signalling connection in case the UE re-connects to a cell controlled by a different eNodeB then the eNodeB that controlled the cell the UE received radio resources before the connection was lost.
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This option is not discussed for U-Plane, as it is assumed that requirements for the avoidance of data loss do not apply at radio failure cases.

6.3.3.1.4 Open issues for C-Plane handling 

-
Release of resources at the source side at HO completion (timer triggered or message  triggered)

-
Role of aGW during HO preparation phase

-
Harmonisation with inter-access mobility in ACTIVE mode

-
HO decision: which node to take final decision (source RRC/eNodeB, aGW/central node)

-
content of context data at HO preparation and HO completion.

-
Interaction with NAS/service signalling

-
early or late path switch at MME/UPE triggered by Source RRC or Target RRC, respectively

-
Release of resources triggered by MME/UPE or Target RRC

-
etc.
6.3.3.1.5 Working Assumption for inter-eNodeB mobility cases for UEs in LTE_ACTIVE

Unless significant performance gain is shown or a severe problem is revealed the following working assumption is taken:

UE contexts will never be retrieved by the target eNodeB from the source eNodeB during any inter-eNodeB mobility situation for a UE in LTE_ACTIVE, even if X2 exists between source and target eNodeB.  Consequently these mobility situations will result in forcing the UE to LTE_IDLE. 

This covers the following inter-eNodeB mobility cases:

· HO failure, where the UE is neither able to gain access at target cell nor able re-connect to source cell again

· Call-re-establishment (i.e. in case of loss of radio-connection), 

Rationale for this working assumption: In mobility situations described above, effort for identification of source cell is deemed high while HO failure is deemed a rare case.

This Working Assumption is still dependent on RAN2 discussions (e.g. on properties of MAC sub-states and related expectations on average duration of LTE_ACTIVE state).

6.3.3.2 U-Plane – mechanisms for data loss avoidance / support of seamless/lossless services

NOTE: It is not yet decided, whether one of the described user plane schemes is applied for both, real-time and non-real-time services, or if different schemes are applied. 

6.3.3.2.1 Option U-1) Bicasting at Access Gateway

This option foresees that a user-plane connection between the Access Gateway and the target eNodeB is established and data packets are bi-cast towards both, the source and the target side until the UE has gained access on the target side. No packet forwarding is performed between source and target eNodeB. Therefore, this mechanism is not applicable to Option C-2 with late path switch. This option requires the following actions:

1) U-Plane Handling during HO Preparation

The access Gateway needs to get the target U-Plane address(es) before the completion of the preparation phase. (Option C-1: at receipt of HO REQUEST ACK message, Option C-2: at receipt of the PATH SWITCH message but only for the early path switch approach) and starts bi-casting immediately

2) U-Plane Handling during HO Execution:

The Access Gateway continues bi-casting.

3)  U-Plane handling during HO Completion

At HO Completion notification from the “target RRC” entity, the Access Gateway may stop sending user data towards the source side.

There is no necessity for packet re-ordering at the target eNodeB. However, sequence numbering is required to avoid duplication of packet delivery over the air.
6.3.3.2.2  Option U-2) Forwarding Source eNodeB ( Target eNodeB

This option foresees that a tunnel between Source eNodeB and Target eNodeB is established, similar to the forwarding tunnel between RNCs in the Rel-6 baseline architecture. 

Regarding the user plane path switch, the following options are possible:

a. Early path switch: The path switch at the aGW is performed in parallel to the radio synchronization between UE and target eNodeB:  
Option C-1: after sending HO COMMAND message to the source RRC 
Option C-2: upon reception of PATH SWITCH message (Option 1). 

b. Late path switch (Option C-2): After receiving of PATH SWITCH message (Option 2) from the “target RRC” entity, the user plane path is switched at the aGW from the source to the target. 

This option requires the following actions:

U-2-1) U-Plane Handling during HO Preparation

“Source RRC” entity receives target U-Plane address(es) at the completion of the C-Plane preparation Phase (Option C-1: at receipt of the HO COMMAND message from the aGW, Option C-2: at receipt of the HO RESPONSE message from the target eNodeB). 

The Access Gateway needs (Option C-1: at the receipt of the HO REQUEST ACK message)/does not need (Option C-2) to get the target U-Plane address(es) before the completion of the preparation phase.

U-2-2) U-Plane Handling during HO Execution:

during this phase, service dependent and implementation specific handling of U-Plane may be possible, 

-
either bicasting of user data from source eNodeB towards source air interface and towards target eNodeB until UP resources on the source side are released.
-
or the source eNodeB stops sending of user data towards source air interface and forwards user data towards target eNodeB until UP resources on the source side are released.

In case service dependent HO handling is decided to be beneficial, the respective QoS information to apply the appropriate user plane handling needs to be present at the source eNodeB. 
U2-3) U-Plane handling during HO Completion

At HO Completion notification (Option C-1; Option C-2 for early path switch) or at PATH SWITCH (Option C-2 for late path switch) from the “target RRC” entity, the Access Gateway switches the data path towards the target eNodeB. 

The target eNodeB might need to re-order packets received from the Access Gateway and the source eNodeB. Sequence numbering maybe not needed for a forwarding procedure without bi-casting (only the last UP packet must be marked transmitted from aGW via Source to Target eNode B).

6.3.3.2.3  Option U-3) Switch at Access Gateway

This option foresees that the user-plane connection is switched from the source to the target side “just in time”, avoiding interruption and data loss as much as possible. No packet forwarding is performed between source and target eNodeB and no bi-casting at all. Therfore, this mechanism is not applicable to Option C-2 with late path switch. This option requires the following actions:

1)  U-Plane Handling during HO Preparation

The Access Gateway needs (Option C-1: at the receipt of the HO REQUEST ACK message)/does not need (Option C-2) to get the target U-Plane address(es) before the completion of the preparation phase.

2) U-Plane Handling during HO Execution (Option C-1 only):

The main challenge of this proposal is to ensure low interruption time if this is required. There are several ways to achieve this:

a.
Interaction between U-Plane and C-Plane: 


When the aGW has received the resource confirmation from the target side, it commands the HO right after the next-to-be-sent UP packet has been submitted to the eNodeB. The eNodeB has the task to wait sending of the HO Command to the UE until this last (possibly specially flagged packet) has been successfully submitted to the UE. In the meantime UP packets are already sent towards the target side. Handling of fallback in HO failure cases is FFS.


The Acces Gateway continues to send user data towards the source side until no packets are acknowledged or it begins to receive packets from target side. Then it switches to the target side and starts sending packets to it.
b.
Based on the detection of loss of ACKs from source eNodeB


The Access Gateway continues to send user data towards the source side until the packets are positively acknowledged (either within a time-window controlled by the aGW or through explicit NACKs) or it begins to receive packets from target side. Then it switches to the target side it starts sending packets to it . Handling of fallback in HO failure cases is FFS.

3) U-Plane handling during HO Completion

Latest at HO Completion notification (Option C-1 or Option C-2 for an early path switch) from the “target RRC” entity, the Access Gateway shall continue sending user data towards the target side.

There is no necessity for packet re-ordering at the target eNodeB.

6.3.3.2.4  Open Issues for U-Plane handling

Evaluation of the Options w.r.t. the following items is necessary:

-
interruption time of user data flow as perceived by the UE and the corresponding node (in fact the Access Gateway) during Handover Execution Phase

-
necessity of re-ordering user data packets at the target eNodeB

-
necessity to buffer user data in the involved nodes

-
overall delay introduced by the means to avoid user data loss

-
necessity to acknowledge user data packets

-
necessity to exchange PDU/SDU sequence numbers

-
U-plane handling in error cases
-
necessity for early path switch (in parallel to the radio synchronization)

-
necessity for service dependent and implementation specific handling of U-Plane

-
etc.
6.3.3.2.5. U-Plane Handling over X2
It is proposed that the aggregate approach of the traffic flows on X2 interface should follow the related decision on S1 interface in order to reduce the complexity of LTE architecture and keep the consistency of traffic-flows management between X2 and S1 interfaces.

The establishment of data forwarding tunnel(s) on the X2 interface can be triggered by the HO request message from the source ENB to the target, and the established tunnel information can be carried by HO response message from the target to the source. 

6.3.4

Pre-Configuration

Pre-configuration of the network bearer paths and new NodeB resources can reduce HO execution time and interruption.  

Pre-configuration can be done on HO trigger (also known as backward handover) or even before the handover trigger.  

This can set up resources in the new NodeB and also set up a bearer path from the new NodeB to the higher anchor node.  Such pre-configuration can also happen over inter-NodeB interfaces.  

Whilst Some form of pre-configuration is expected in any LTE/SAE, the details of such pre-configurations are FFS e.g. the need for the pre-configuration a bearer path from old NodeB to NodeB, trigger for the pre-configuration is also FFS.

6.3.5

Guiding Measurement process for handling of roaming/area restrictions

When a UE moves to LTE-ACTIVE, the MME provides tracking areas and PLMNs allowed for handover in LTE_ACTIVE to the entity controlling UE’s neighbour cell measurement. 

6.4

Mobility Anchor, MME/UPE
 Relocation 
6.4.1 Introduction

6.4.2
Discussion

As a starting point the following points should be investigated further with respect to the relocation of the Mobility Anchor:

· transfer of UE contexts in MM-entity

· role of MM-entity in HO
6.4.3
SAE/LTE pool area concept & S1 connectivity

6.4.3.1
The concept of SAE/LTE pool area

· An SAE/LTE pool area consists of a number of eNodeBs, which are geographically related to one or several MME/UPE entities.

· An SAE/LTE pool area is served by one or more MME/UPEs in parallel.

· An eNodeB may belong to multiple SAE/LTE pool areas, which is the case when multiple overlapping SAE/LTE pool areas include this eNodeB.

· If a TA spans over multiple eNodeBs, then all these eNodeBs have to belong to the same SAE/LTE pool areas.

· An SAE/LTE pool area is comprised of one or several TA(s).
· Consequences of overlapping TAs need further study.
6.4.3.1.1
Principles  

Utilising connectivity of an IP network, connectivity between an eNodeB and all MME/UPEs should be possible in principle, however, it is expected, that S1 connectivity may be regionally restricted, e.g. due to security reasons (this refers to still ongoing discussions in TSG SA WG3 on S1 security) or due to other network operational reason. Consequently, there may be cases where not all MME/UPEs are interconnected to all eNodeBs within a PLMN.

In order to overcome with regionally restricted S1 connectivity the concept of pool areas is proposed to be introduced in a similar way than for Iu-flex in the baseline architecture in the following way:

-
S1 is pre-configured to connect all eNodeBs belonging to a certain pool area to all MME/UPEs serving this pool area. 

-
Pool areas shall be allowed to overlap (i.e. the eNodeB is configured to be served by more than one pool of MME/UPEs) for inter-pool area mobility in LTE_ACTIVE without changing the serving MME/UPE. 

-
It should be possible for the nodes involved in handling the LTE_ACTIVE mobility to force the UE to LTE_IDLE. 

The following figure shows the concept of S1-flex interface in SAE/LTE and its relation to pool areas constituted of serving areas of eNodeBs.


[image: image5.emf]MME /UPE  

IASA  

MME /UPE  

eNodeB 1   eNodeB 2  

eNodeB n  

eNodeB 3  

P ool  area 1  

Pool area 2  

S1 flex  

MME /UPE  

eNodeB m  

...   

MME /UPE  

MME/UPE P ool  1  

MME/UPE P ool  2  

...   


Figure 6.4.3.1-1: Pool areas for S1 flex.

6.4.3.2
Mobility aspects

6.4.3.2.1
Maintaining MME/UPE

As shown in Figure 6.4.3.1-1, the serving MME/UPE can be kept until S1 connectivity is given. No inter-MME/UPE mobility is defined for UEs in LTE_ACTIVE.

6.4.3.2.2
Changing MME/UPE

6.4.3.2.2.1
UE in LTE_IDLE

LTE_IDLE mobility is performed via the TA Update procedure. If, as shown in figure 1, the UE leaves the overlapping area, it will have to perform a TA Update, the serving eNodeB will contact the respective MME/UPE which retrieves the UE contexts from the old serving MME/UPE. This procedure is as described in TR 23.882.

6.4.3.2.2.2
UE in LTE_ACTIVE 
In general, UEs in LTE_ACTIVE do not change the serving MME/UPE.

For a network where full S1 connectivity is not supported, one way to allow UEs to cross pool area borders which would require the change of the serving MME/UPE would be to require from the nodes serving the UE to detect inactivity periods and to force the UE during these inactivity periods to LTE_IDLE requesting the UE to re-attach.

Changing MME/UPE is possible in areas where pool areas overlap. One way to steer mobility would be to define for each eNodeB served by more than one pool of MME/UPEs a “primary” and a “neighbouring” pool of MME/UPEs. E.g., looking at Figure 1, for “eNodeB n”, situated at the border of the overlapping area, MME/UPE pool 2 should be defined as the “primary MME/UPE pool”.

User inactivity periods of the UE in LTE_ACTIVE (RRC_Connected), could be utilized i.e. the state of no data transfer in UL and DL for a certain period of time is detected either by the eNodeB or by the MME/UPE. 
6.4.4.1 Pros and Cons on relocating and maintaining MME and UPE for UE in LTE_ACTIVE

With regard to UE mobility where UE moves from one Pool Area to another Pool Area, there are two options on attaining MME/UPE service during LTE_ACTIVE:


- Relocate MME and/or UPE

- Maintaining MME and/or UPE

Since the trigger and reason of relocating MME and UPE may be independent, the pros and cons of relocating MME and/or UPE are listed separately, and the pros and cons of maintaining MME and/or UPE are listed afterwards.

6.4.4.1.1. Pros and Cons on relocating MME and UPE

6.4.4.1.1.1 Relocating MME

· Pros

1. Optimization of UE management in pool area
A UE is always assigned the nearest serving MME.

2. Optimization of C-plane processing load of an MME pool.
The load caused by certain UE that has already moved to another Pool Area but still connected to the previous MME can be minimized by changing the serving MME.

· Cons

1. Complexity caused by transferring UE’s C-plane context (IP connectivity, QoS information, etc) from the old MME to the new MME.
2. Delay caused by the necessity to register new MME to HSS, and to download UE subscription from HSS.
6.4.4.1.1.2. Relocating UPE

· Pros

1. Optimization of U-plane processing load of UPE pool.
The load caused by certain UE that has already moved to another Pool Area but still connected to the previous UPE can be minimized by relocating the serving MME.

· Cons
   1. Delay caused by configuration needed for relocation, e.g. configuring HC, Ciphering, U-plane routing update, etc.
2. Complexity if data lossless is supported. To support lossless of U-plane data that comes to old UPE after the relocation, data forwarding and/or bi-casting scheme may be necessary.
3. Complexity due to change of an IP address of a UE if it is allocated by UPE.
· Further consideration

U-plane data route optimization.
Redundant route that may be caused by connection of eNB and UPE in different Pool Area can be avoided by UPE relocation. However, this is highly dependent on the location of the traffic anchor. Since all the traffic shall go through the anchor even if UPE is relocated, UPE relocation might not bring any advantage at all.
6.5

Path switch

6.5.1 Introduction

Path switching in handover refers to the action where the routing information regarding the destination of the path between the aGW and the eNodeB is updated, changing the destination from the source eNodeB to the target eNodeB.

In this contribution the path switching is categorised to be either “Early” or “Late” based on the following definitions:

· Early Path Switching: The path is switched during the Handover preparation between source and target. Specifically the path is switched well in advance to the UE to appear in the target cell.

· Late Path Switching: The path is switched right after the UE has appeared in the target cell.

The entity initiating the path switching is either the source eNodeB or the target eNodeB. Majority of the proposals assumes the target eNodeB to be the initiating entity. 

In the following two figures both the early and late path switching has been depicted, assuming that the target eNodeB is initiating the path switching.
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Figure 1. Early path switching made by the target eNodeB.
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Figure 2. Late path switching made by the target eNodeB.

6.5.2 Impact on the duration of the Handover Preparation

Handover preparation is the phase in the handover where the UE is still kept connected to the source cell while the network is making preparations for its move to the target cell. During the handover preparation the data is being transmitted in both directions, provided that the radio conditions in the source cell allow it.

Late path switching has an advantage in this area since then there is less signalling and less processing involved in the handover prepapration. The difference in time is one round trip signalling message exchange between the target eNodeB and the aGW, plus all possible processing tasks in the aGW. Generally the handover preparation time should be minimised in order to ensure a controlled handover from the source to the target cell.

All in all, the advantage for late switching is considered significant.

6.5.3 Impact on Data Forwarding

Data forwarding between the source and the target eNodeBs refers to the procedure where the source eNodeB forwards the downlink data that had not been sent or acknowledged by the UE at the time when the UE was detached from the source cell. Data forwarding is a temporary operation that is necessary in case of lossless handovers. Provided that the overall handover procedure is so defined that the interruption in the data transmission between the UE and the network is reasonably short, the data forwarding is not considered mandatory for seamless handovers.

Performing the path switching early rather than late has an advantage w.r.t. data forwarding. This is for the reason that the amount of data that may arrive in the source eNodeB after the UE has been detached from the source cell is smaller in case the path is switched already in the preparation phase. Thus the temporary forwarding period can be expected to be over faster than in case of late switching. However, as the interface between the eNodeB and the aGW in downlink direction is not assumed to be flow controlled, there may still be data to forward in the source eNodeB at the time when the UE needs to be detached from the cell, regardless of when the path switching is done.

All in all, the advantage for early path switching is considered small.

6.5.4 Impact on Duration of the Data Interruption

In case of late path switching, the switching is done only after the connectivity between the UE and the target cell has been established, while in case of early path switching the path has already been switched at the time when the UE appears in the target cell. Thus the early path switching has an advantage w.r.t. the duration of the data flow interruption. However, the additional delay caused by the late path switching is considered small as it is the time it takes for one message to be sent from the target eNodeB to the aGW and the first data packet to arrive from the aGW along the switched path.

All in all, the advantage for early path switching is considered small.

6.5.5  Impact on Recovery from Handover Failures

Here the handover failure refers to any such handover event, where the UE that was detached from the source by a Handover Command is not able to establish the connectivity with the intended target cell. One possible consequence is that the UE will attempt a fall-back to the source cell.

In case of early path switching the source eNodeB does not have downlink connectivity to the aGW after the handover preparation stage. In case of late path switching this downlink connectivity between the source eNodeB and the aGW is maintained until the UE has successfully established the connectivity with the target cell and the aGW has acknowledged the switch. Late path switching has an advantage w.r.t. failure recovery in case of fall-back to the source cell. This is for the reason that then the path does not have to be re-switched back to the source cell (by the source eNodeB). Assuming that the source eNodeB keeps all forwarded data in its buffer until the confirmation (8. Handover Complete) from the target eNodeB, there is no need to forward any data back from the target eNodeB in case of a fall-back. However, as it cannot be assumed that the UE would reappear in the source cell in case of L2 handover failure, the advantage of the late path switching is not so significant. 

All in all, the advantage for late path switching is considered small.

6.5.6 Impact on Resource Reservations and QoS control

Resource reservation and QoS control refer to the procedures related to admission control (i.e., checking of the resource availability and QoS rights) as well as to the reachability both in the target eNodeB and in the aGW.

Regarding the role of aGW in any normal case where the UE is handed over from one cell to another without affecting the characteristics of the user data flows, i.e., no modification, there is no impact on aGW as only the destination of the path gets changed. The eNodeBs involved in the handover are assumed to be aware of possible mobility restrictions of the given UE. The target cell performs the admission control for the resources that are to be handed over to it as part of the handover preparation. In some cases it is possible that some guaranteed rate service will have to be modified, downgraded, in order to accommodate it in the target cell. Correspondingly, a service may become upgraded as well, provided that it has been downgraded in some earlier handover. 

The early path switching has an advantage in resource reservation and QoS control since it allows the checking of resources and QoS both in aGW and in target eNodeB during the handover preparation. That is, once the target eNodeB confirms to the source eNodeB the handover preparation, it is already known that there are no QoS, resource or reachability related issues preventing the handover. However, due to the related signalling and processing, the handover preparation will also take a longer time in case of early path switching. That is, it takes longer from the measurement processing to the actual release of the UE from the source cell. In some cases this delay does represent a disadvantage to early path switching as discussed in 2.2.

The case where the handover fails due to failure in the path switching procedure is considered not only abnormal and  rare but also unfortunate since the radio L2 handover had already been completed. 

All in all there is no significant difference between the two alternatives in this area.

6.5.6 Signalling complexity

Signalling complexity refers to the amount of messages needed to perform the handover between the source and the target eNodeB. Another aspect in signalling complexity is the possibility to harmonise both predictive and reactive handovers. No matter which of the path switching alternatives is applied, both the actual path switching signalling and data forwarding is needed, thus there is no significant difference there.

In successful handovers there is no significant difference in the amount of signalling messages between the two path switching options. In case of failure where a fall-back is necessary, the late path switching has an advantage as described in 2.4. Considering the similarities between the predictive, i.e., network-controlled handover and reactive handover, the late path switching can be seen to have an advantage over its alternative. This is for the reason that in reactive handover case the early path switching is simply not possible as there is no handover preparation phase in the procedure. In reactive handover the path can only be switched after the UE has established the connectivity to the target cell. However, in case of reactive handover, the target eNodeB may not be able to perform the path switching right after the appearance of the UE there, but it would have to retrieve the UE context from the source eNodeB first (or alternatively from the aGW). 

So all in all there is no significant difference between the two alternatives in this area.

6.6

RRC Termination 

Editors Note:

This subject has been discussed within the group, but a final decision can not be taken until SA3 study the proposals of RRC termination in the eNodeB or “above the eNodeB”. SA3 will advise on the need for and placement of RRC ciphering/integrity protection.

6.6.1

Introduction

6.6.2

Discussion

6.7

UP termination in eNodeB

Editors Note: 

The kind of data PDUs received at the NodeB is still FFS (“IP” versus “radio PDUs”)

6.7.1
Introduction

6.7.2
Discussion

6.8

Data Loss at Intra-LTE Access Handover

Editor’s Note:

Clarification on the requirements of Lossless is required from SA1. 

6.8.1
Introduction

There are two methods of minimising interruption due to Handovers (with respect to delivery of packet data): “seamless” and “loss-less”

Seamless handover refers to a handover where little or no (i.e. negligible) impact on the user perception of the service has taken place. 

Lossless handover refers to the buffering and subsequent delivery – following handover - of packets to the user such that no packets are lost throughout the process. 

Note that behaviour of higher layer protocols may be impacted during handover if handover duration causes packet loss and interruption e.g. TCP. 

6.8.2 Assumptions

The segmentation/re-assembly function for SDUs is performed by the HARQ entity in the eNodeB.

No exchange of last received segment- numbers, i.e. restart of sending the SDU is necessary, if it didn’t succeed to be received completely on the source side.

The need and benefits of the exchange of last received SDU sequence numbers between UE and the network is debated for non-real-time services, for real-time services exchanging sequence numbers is assumed to be not necessary as the send/receiving conditions for SDUs are very tight as the delay variation needs to be very low.  

The need for a co-ordination of U-Plane and C-Plane at the start of the HO Execution phase is debated.

The performance of the various U-Plane options is quantified by 

-
the to be expected loss of data if no means to avoid data loss are provided

-
the to be expected interruption time

-
the robustness of the scheme (e.g. in case of HO failure)

-
the inherent effort to be spent for the scheme in terms of entities in the network and the complexity of the related schemes

Further the inspection of the schemes need to differentiate between real-time(RT) and non-real-time (NRT) services.

RT services:

-
video: inter-SDU-arrival time (ISAT) typically 40-50ms (20-25 frames/s)

-
speech: inter-SDU-arrival time (ISAT) typically 20ms

-
audio/video codecs should be resilient against loss of several packets (lossless service delivery is typically not required)

-
interruption time perceived at service level might be dependent on the reception window of rt data, if there is any.

NRT services:

-
in case of high bitrate services, the inter-arrival time of SDUs is expected to be much lower than for rt services, in general, if a SDU size of 1500 bytes is assumed, one can easily calculate the average inter-arrival time, e.g. 240kbit/s ( 50ms etc.

-
for nrt services a – comparable to rt services – large reception window is assumed, so an exchange of sequence numbers of last received SDUs in DL is sensible and beneficial for low interruption time and high service quality.

-
lossless or near to lossless service delivery is typically required, however, the exact requirements is FFS (to be discussed with SA2).

6.8.3 Requirements

Studying a “typical” signalling flow for mobility, we can see that the handover procedure consist of the following: radio conditions are changing, UE sends a measurement report, the network takes a decision and prepares the target cell, the network commands the UE to change cell, the UE reconfigures L1 and synchronizes to the target cell, data is transmitted and received in the target cell and resources in the source cell are released. This process is illustrated in Figure 1.
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Figure 2.1-1: Schematic handover procedure and possible requirement definitions

From Figure 1, it can be seen that there are basically three relevant ways to define timing requirements on the mobility scheme:

A.
Requirements on the time it takes from a change of the radio conditions until the UE is sending a measurement report.

B.
Requirements on the time it takes for the UE to switch parameters on layer 1 and synchronize towards the target cell and is ready to transmit and receive PDUs in the target cell. This is sometimes called interruption time.

C.
Requirements the full handover procedure is allowed to take, i.e. from where the UE reports the change in radio conditions until the UE is ready to transmit and receive PDUs in the target cell.

Requirement A and B are typical radio performance requirements on the UE and such requirements should and will be defined in order to be able to ensure good overall system performance for LTE. Requirement A is needed to ensure that the network is informed fast enough at the time of handover. Requirement B is needed to ensure that the interruption of the user data flow is minimized, and that layer 1 related signalling is maintained.

Requirement C is a system level requirement. Likely, it will not show up in the final LTE specifications at all, as any vendor can with the existence of requirement A and B develop a system that perform well from a requirement C point of view. Requirement C could however at an early system design be useful as an overall target, in order to guide the definition of requirements A and B.

Finally it has to be noted that from requirements A, B and C, it is only requirement B that will impact the end user perception of the HO, as it is the interruption of the user data flow that might be noticed (of course under the assumption that the requirement A is not set so loose that the call is dropped before a HO decision is taken).

Considering that 25.913 is an overall system requirement specification, in where the requirements are used as targets for the overall system design, requirements B or C can be candidates for inclusion in 25.913.

It then makes sense to define requirement B in 25.913 and leave requirement C outside the specification work. This as requirement B will be the requirement that will impact the end user performance, as well as that we know that with the existence of requirement B, it is possible to do a good system design.

Definition of Requirement B

There exist several different ways to define requirement B. Either to define it from a pure end user perception perspective, using the interruption time of the end user data flow as an indicator. Although perfectly possible, we note that depending on the radio layer 1, there might be other factors than the end user data flow interruption that are more critical for the system performance. For example specification [25.133] uses the formulation: 

"The interruption time, i.e. the time between the last TTI containing a transport block on the old DPDCH and the time the UE starts transmission of the new uplink DPCCH..."

In this case, it is basically a requirement on how fast the UE is able to switch L1 parameters. Note that start transmission on DPCCH is not the same as sending the first uplink data packet, as it in WCDMA was considered important that the UE started power control towards the target cell as soon as possible. In GSM specifications, the term “ready to transmit” is used in a similar way.

Considering that all details of LTE layer 1 are not yet defined, we think that for the purpose of 25.913 the requirement can be formulated so that it is clear that we mean the interruption time on layer 1. In a further stage in the specification work, RAN4 can use that as a basis for further formulations on exact specification text.

Several values ranging from 20ms to 100ms have been proposed in the earlier discussions (although not always 100% clear how the proposed value was defined). Although it can always be claimed “lower is better” care needs to be taken as very low values might imply extra complexity in the UE and network implementation, which might not be motivated by an enhanced end user perception.

For the purpose of evaluating different proposed UP schemes to avoid loss of data the terms defined below apply for the following evaluations: 


The HO Execution time is defined as the interruption time on Layer 1, details of the definition are to be defined by RAN4.


The HO Interruption time is defined as the duration between the point in time where the SAP delivering the SDU of the IP connectivity service in the UE expects the next SDUs (quasi-stationary flow of SDUs assumed), which is not delivered in time due to HO latency until it is able to deliver the next not duplicated SDU.

2.1.2
Uplink

Uplink is not the major topic the discussion on data loss avoidance.

IThe same assumption apply on Uplink for the segmentation/re-assembly function for SDUs and for the exchange of last received SDU segment sequence numbers.

The co-ordination of U-Plane and C-Plane at the start of the HO Execution phase does only apply for the DL.

W.r.t the exchange of last received SDU sequence numbers between UE and the network for nrt services, it is generally assumed that through the HARQ/ARQ process the UE is well aware whether the network received an SDU completely. In the special case where the ACK got lost, the HO interruption time is increased by one inter-SDU-arrival time, which should be a seldom case and acceptable.

6.8.3.1 Requirements for real-time traffic

The quality of real-time services like VoIP depends mainly on the loss, delay and jitter of transmitted data packets.

Inevitable delay and jitter between a corresponding node and the UE may lead to loss or can be compensated by a play-out or de-jitter buffer in the receiver. The dimensioning of the play-out buffer depends on the acceptable end-to-end delay target, the codec specific delays (algorithmic and packetization delay), and the transmission related delays over the network.

TSG-SA WG1 clarified latency requirements for voice over IMS [3] by determination of a preferred target value of < 150 ms and a limit of < 400 ms for an end-to-end one-way delay. The restricted end-to-end delay implies also an upper bound for the delay jitter and the play-out buffer. It is assumed, that in a conservative approach a play-out buffer of up to 50 ms should be feasible for a typical VoIP packetization period of 20 ms.

Delay jitter requirements can be found for real-time services in [4], where an acceptable mean value of 25 ms is required e.g. for real-time gaming. It is also emphasised in [4] that occasional packet loss ratios of up to 0.1 % are acceptable for TCP based applications. However, even higher loss ratios can be accepted for audio/video codecs, which should be resilient against loss of several packets [2].

6.8.3.1.1 Investigation of real-time traffic scenarios

The configuration for an intra-LTE handover procedure with forwarding mechanism, which is used for the evaluation of  transmitted downlink data packets for VoIP, is shown in figure 1.
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Fig. x:
Configuration for intra-LTE handover mechanism

The applied one-way transmission times and the associated processing times in the target nodes are summarized for the parameters AS, ST, TA, SU and UT in table 1. Surely the one way transmission from source to target eNodeB can be upper bounded by the sum of the transmission delays encountered on the links between aGW and the source eNodeB as well as between aGW and the target eNodeB. In most deployment scenarios the actual figures would be smaller. Furthermore, processing times are given for the resource reservation in the target eNodeB and the synchronization at the UE.

	Transmission from aGW to source eNodeB (5 ms) and processing in source eNodeB (2 ms)
	AS
	7 ms

	One-way transmission from target eNodeB to aGW (5 ms) and processing in aGW (2 ms)
	TA
	7 ms

	One-way transmission between source eNodeB and target eNodeB (10 ms) and processing in eNodeB (2 ms)
	ST
	12 ms

	One-way transmission from source eNodeB to UE (2 ms) and processing in UE (2 ms)
	SU
	4 ms

	One-way transmission from UE to target eNodeB (2 ms) and processing in target eNodeB (2 ms)
	UT
	4 ms

	Resource Reservation in target eNodeB
	-
	5 ms

	Synchronization time at UE
	-
	20 ms


Tab. x:
Overview on parameters used for the evaluation

The configured parameters are similar to the data used in [5]. This study has the aim to analyze the system behaviour under realistic load situations. Therefore, the values are chosen to be higher than the best case figures for user plane latency found in [6]. Nevertheless, all conclusions made later on are also valid for lower values.

6.8.3.1.2 Worst and best case handover scenarios with respect to latency:

· Worst case means, that the "HO Command" message is sent by the source eNodeB to the UE just before the arrival of a next downlink data packet in the source eNodeB. As the analysis shows this will result in worst handover interruption times.

· Best case means, that the "HO Command" message will directly follow the last transmitted data packet from the source eNodeB to the UE. The handover interruption time i.e. the delay between expected arrival time and actual arrival time of data in the UE will be a minimum.

The downlink data flows based on a packetization period of 20 ms are shown in figure 2 and 3 for the worst and best case scenario, respectively. Statistical jitter delays between a correspondent node and the aGW are neglected and the downlink data arrive always with a precise period of 20 ms at the aGW. The coloured squares represent consecutively numbered downlink data packets (here from #48 to #62), which are sent from the aGW (blue) via source eNodeB (red) and/or target eNodeB (green) to the UE (brown). The moment, when data packets are sent or received by a node, is represented by the centre of each square. Furthermore, large payloads are not considered in this simple study.

The timing of relevant signaling messages can be identified by

(
"Measurement Report" sent by UE to source eNodeB

(
"HO Command" sent by source eNodeB to UE

(
"HO Complete" received by target eNodeB from UE

(
"Path Switch" performed at aGW

The different handover phases can be classified by the following phases:

· the preparation phase starts at ( and ends just before (
· the execution phase starts at ( and ends at (
· the total handover time starts at ( and ends at (.

The specified time for a full handover procedure as described in [7] is not considered in this study, because this duration, which starts at ( and ends at (, would only be a little bit smaller than the discussed total handover time.
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Fig. 2:
Downlink data flow for a worst case scenario with AS = TA = 7 ms, ST = 12 ms
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Fig. 3:
Downlink data flow for a best case scenario with AS = TA = 7 ms, ST = 12 ms

Figure 2 and 3 show that the total handover time of 68 ms can be kept very short for such a forwarding mechanism, where only up to 3 data packets must be forwarded during the handover execution phase. To avoid data loss, some forwarded data packets could be buffered in the target eNodeB for a duration of 16 ms (see data packet #52 in figure 2). Note that in the best case no buffering is needed at all.

The handover interruption time, which is defined in [7], can be determined by the delay between the delivered and expected data packet in the UE. An interruption time of 28 ms can be obtained for data packet #52 in the worst case scenario. This delayed delivery may lead to an irrelevant data loss of a single data packet or is compensated for real-time services when the play-out buffer is chosen to be greater than 28 ms. Very short delays of only 12 ms are obtained for the two additional forwarded data (#53, #54) in the worst case scenario as well as for both forwarded data (#53, #54) in the best case scenario. Thus any strong impairment for real-time services can be excluded.

These results show, that

· inevitable delays of delivered user plane data are very short during an intra-LTE handover procedure with forwarding mechanism and are acceptable for real-time services

· buffering of user data is beneficial in the target eNodeB to avoid data loss, because a very short interruption time is obtained between 12 ms (best case) and 28 ms (worst case), which requires a buffering of up to 16 ms for a single data packet

· a service dependent specific handling of user plane data is not necessary, because the same forwarding mechanism can be applied as for lossless non real-time services

A bi-casting procedure cannot help to decrease the interruption time even when the target eNodeB receives data packet #53 much earlier, because the duration of the interruption is mainly determined by the synchronization time at the UE. Therefore, all data must be buffered, which are delivered before the "HO Complete" message is processed in the target eNodeB. The interruption time for a bi-casting procedure becomes only smaller compared to a forwarding mechanism when the one-way delay between source and target eNodeB exceeds 28 ms. Note that in case of such an high inter eNodeB delay, also the round trip time between UE and aGW would be far above the round trip times desired for LTE.

Bi-casting is more complex than forwarding, because an exchange of sequence numbers is required to avoid any duplication of data transmission over the air as well as the aGW is involved already during the preparation phase until the "HO Complete" message arrives in the aGW.

6.8.4 Data Loss Management Options at Handover


6.8.4.1 Introduction

Three solutions have been considered to minimise interruption of packet delivery during Handover:

- BiCasting at aGW

- Data Forwarding

- Switch at AGW

6.8.4.2 Bicasting at aGW

This option foresees that a user-plane connection between the Access Gateway and the target eNodeB is established during the preparation phase and data packets are bi-cast towards both, the source and the target side until the UE has gained access on the target side. No packet forwarding is performed between source and target eNodeB.

There is no necessity for packet re-ordering at the target eNodeB. However, sequence numbering is required to avoid duplication of packet delivery over the air.
6.8.4.2.1 U-1) Bicasting at aGW for rt services

Figure 2.2.1-1 shows option U-1 for rt services, assuming no CP-UP coordination, whereas Figure 2.2.1-2 shows the same case with CP-UP coordination.
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Figure 2.2.1-1. U-1) Bicasting for rt services. No CP-UP coordination
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Figure 2.2.1-2. U-1) Bicasting for rt services. CP-UP coordination applied

In case of no CP-UP coordination

-
if the HO execution time is in the range of the inter-arrival time, a max. of 2 SDUs will get lost in the worst case, i.e. the HO Interruption time is in maximum the HO execution time plus one inter-arrival time.

CP-UP coordination:

-
one way to avoid at least the loss of one SDU would be to rely on an interaction between U- and C-plane in DL and to send HO Command not before the SDU that is about to be transmitted was successfully sent to the UE. The assessment of the complexity of this co-ordination is somehow implementation dependent, but one can assume that the signalling message and the rt SDU are delivered via different queues which requires synchronised submission.

6.8.4.2.2 U-1) Bicasting at aGW for nrt services
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Figure 2.2.2-1. U-1) Bicasting for nrt services. No CP-UP coordination, no exchange of sequence numberes

In case of no CP-UP coordination and no exchange of sequence numbers

-
the target eNodeB will buffer SDUs receive from the aGW until the UE gained access on the target side and will submit all SDUs kept in the buffer to the UE. This causes quite an HO interruption time if the time between start of bi-casting and the HO execution is unnecessarily long.


It seems that exchange of received sequence numbers is necessary of nrt bi-casting at aGW. The performance gains expected from CP-UP coordination are similar to the rt case.

6.8.4.3U-2) Forwarding Source eNodeB ( Target eNodeB

This option foresees that a tunnel between Source eNodeB and Target eNodeB is established, similar to the forwarding tunnel between RNCs in the Rel-6 baseline architecture.

There were 2 options wrt path switch at the aGW identified (early and late path switch), these options are examined as well.

6.8.4.3.1  U-2) Forwarding Source eNodeB ( Target eNodeB for rt services

For rt service, the source eNB starts to duplicate packets towards the target eNB via the forwarding tunnel. The timing diagram is shown below again, but it is not expected that the performance of this scheme differ from the option U-1), therefore no description is given.
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Figure 2.3.1-1. U-2) Forwarding Source eNodeB ( Target eNodeB for rt services.

overall performance

as one can see, U-2) for rt services provides similar performance as U-1), so no matter where bi-casting is performed, transmission times are assumed to be negligible.

late vs. early path switch

In case of early path switch, the DL duplication of SDUs would stop after SDU2, as SDU3 would be already sent on the new data path directly to the target eNB. In case of late path switch, SDU4 would be the first one sent by aGW to target side. No significant difference from a UE perspective is expected, however, the late path-switch would be a bit more robust, as it would allow to continue service on the old side without switching back the path to the old side.

6.8.4.3.2 U-2) Forwarding Source eNodeB ( Target eNodeB for nrt services
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Figure 2.3.2-1. U-2) Forwarding Source eNodeB ( Target eNodeB for nrt services. No CP-UP Coordination, no sequence-number exchange.

overall description

-
the source eNodeB starts forwarding of packets latest when it detects that it has lost contact to the UE. If this is detected via HARQ, this will take some 2-4 TTIs. Assuming the forwarding delay of neighbour eNodeBs being low, it can be expected that the HO Interruption time for that scheme is mainly determined by the HO Execution time. 

-
As detection of the SDUs that have not been sent to the UE completely on the source side should be possible on HARQ, no exchange of sequence numbers is necessary to achieve lossless delivery. Re-ordering is likely to be necessary but could be performed on application level as well.

overall performance

abstaining from the possibility to exchange the last received SDU sequence numbers has less service-quality impact than in U-1).

CP-UP co-ordination gains are similar to U-2).

late vs. early path switch

no big difference is expected, the same applies wrt robustness as was stated for the U-2)-rt case.

6.8.4.4U-3) Switch at aGW

This option foresees that the user-plane connection is switched from the source to the target side “just in time”, i.e. the most optimum point in time is to be determined to avoid interruption and data loss as much as possible. No packet forwarding is performed between source and target eNodeB and no bi-casting at all. Note, that U-3) is not applicable for all C-Plane options.

6.8.4.4.1 U-3) Switch at aGW for rt services
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Figure 2.4.1-1. U-3) Switch at aGW for rt services. UP-CP coordination applied.

overall performance

Figure 2.4.1-1 depicts the case of applied UP-CP coordination. As one can expect, this has benefits for the HO interruption time, which is in the range of the gains for U-1) and U-2).

6.8.4.4.2 U-3) Switch at aGW for nrt services
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Figure 2.4.2-1. U-3) Switch at aGW for nrt services – CP-UP co-ordination not applied.
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Figure 2.4.2-2. U-3) Switch at aGW for nrt services – CP-UP co-ordination applied.

In order to avoid loss of data for nrt services, the aGW needs to await the acknowledgement from the last sent packet before it decides upon the packet to start with on the target side.

In case of CP and UP coordination, the ACK for SDU2 would coincide with start of HO Execution which allows minimum HO interruption time. The performance in terms of HO interruption time is in the order of the HO Execution time and can be (according to the definitions given in 2.1) even below the Execution time.

6.8.4.5 Comparison of schemes

	scheme
	service
	Traffic aGW > eNodeB
	Traffic eNodeB> eNodeB
	Sync between entities required
	data Loss
	Duration of HO Interrupt
	Conn. Management Effort in NW
	Notes

	U-1)       Bi-Casting
	RT
	Doubled
	None
	No
	max: SDUs in HO-exec-time

+1 SDU
	max: exec-time + 1ISAT
	Note 1)
	-

	
	NRT
	Doubled
	None
	No
	No
	min exec-time

max exec-time + some ISATs
	Note 1)
	-

	U-2) Forwarding
	RT
	Single
	All SDU (until switch)
	No
	max: SDUs in HO-exec-time

+1 SDU
	as U-1) rt
	Note 2)
	Target eNodeB informs aGW on final switch

	
	NRT
	Single
	Unsent SDU
	No
	No
	~ exec-time
	Note 2)
	Out of Sequence

	U-3) Switching
	RT
	Single
	None
	aGW, UE
	max: SDUs in HO-exec-time
	~ exec-time
	Note 3)
	Either common UE/aHW timing or blindly switching

	
	NRT
	Single
	None
	No, last PDU number instead
	No
	~ exec-time
	Note 3)
	Risk for “Stopover Time” in case of NACK for last SDU (no co-ordination)


Note 1) 

-
If the effort for bi-casting is spent in aGW, the handling within RAN is quite simple

-
it can be argued whether the scheme is robust against HO failures in case of nrt services.

-
in order to avoid packet duplications for nrt services, the exchange of sequence numbers is suggested.

Note 2)

-
compared to U-1 and U-3, the establishment of an additional UP path is required between the involved eNodeBs.

-
the scheme could work without the exchange of sequence numbers

-
for nrt services exchange of sequence numbers is suggested, if the execution of the HO is delayed, the buffer in the target eNodeB might overflow and may cause UE to discard packets.

Note 3)

-
if co-ordination of UP and CP in eNodeB is foreseen, this scheme has a charming performance

-
robustness can be argued, as the controlling effort and complexity is high compared to U-1 and U-2.

6.9

Support of In-Sequence Delivery

Editors Note:

Only initial discussions have taken place on this subject, and in particular clarification on any requirements for in-sequence delivery is required e.g. provided either between UE-AGW/Central Node or UE-NB.

6.9.1 Introduction

Some applications might need an End-to-End Service, which puts the requirement In-Sequence Delivery on the SAE Bearer Service. Also the protocols involved in the provision of the SAE Bearer Service might require In-Sequence Delivery from the underlying layers providing the SAE Radio Bearer Service or SAE Access Bearer Service. Examples are the header compression or ciphering protocols. 

The mechanisms used for lossless/seamless intra-LTE handover, like packet forwarding, or certain transport networks might cause that the order of data units related to user data streams might be changed during transfer between the end points of the service. To allow for In-Sequence Delivery a reordering of the data units has to be performed. Typically reordering can be performed by applying a sequence numbering of the data units transferred between the respective end points.

6.9.2 Discussion

The support of in-sequence delivery on S1/X2 interface i.e. between eNodeB and aGW is ffs. If in-sequence delivery is required then a sequence numbering scheme for reordering must be defined. The sequence numbering scheme can be based on a sequence numbering applied for the protocols involved in the SAE Bearer Service Provision like the PDCP protocol for Header Compression, if it is accepted that layers below PDCP make use of its numbering. Otherwise a sequence numbering has to be introduced in the protocol providing the SAE Access Bearer Service i.e. in the Frame Protocol. 

If in-sequence delivery is required for the SAE Bearer Service any reordering of packets exchanged between aGW and UE will be done without any eNodeB involvement. Such a reordering would be based on the PDCP sequence numbering.

Data forwarding has been agreed as the only mechanism for intra-LTE Access mobility. This forwarding can be based on the Outer ARQ SDUs (Service Data Units) or SDU/PDUs (Protocol Data Units) depending on decision by RAN2. Forwarding on PDU level would allow to optimise the use of the radio resource and is considered to be especially beneficial for air interface configuration with small transmission bandwidth. Forwarding on SDU level is considered as a less complex solution for Node B. The UE context to be transferred during relocation depends on the selected level. Depending on the forwarding level SDUs or SDU/PDUs and associated sequence numbers have to be forwarded to minimize duplicated transmission on the air interface. 

It is considered not necessary to provide additional mechanisms to cope with TNL errors like loss of  data on the S1 or X2 interface.

6.10

Roaming Restrictions in LTE_ACTIVE

6.10.1

Introduction

6.10.2

Discussion

It is agreed that it is beneficial that the CN has knowledge of the UEs position on TA granularity even in LTE_ACTIVE.

6.11

Network Sharing

Editor’s Note:

· It was already agreed in Tallinn (RAN#29) that the evolved UTRAN will support Network Sharing.  

· The reuse of redundancy mechanisms depends upon the network architecture chosen.

6.11.1

Introduction

6.11.2

Discussion

6.12

Radio Resource Management (RRM)

Editors Note:

For a complete analysis of how RRM will operate in LTE, additional information is required:

· full list of RRM functions should be identified)

· clarification on “RRM” needed

· detailed discussion along RRM-functions

· study on where co-location of RRC termination and certain RRM functions makes sense

· details of RRM may depend on PHY details

· inter-NB (multi-cell) RRM / intra-NB (intra-cell) RRM

· procedures to update RRM database 

· rather low update rate, not necessarily linked to HO actions

· sophisticated MBMS (NTT discussion)

6.12.1

Introduction

Radio Resource Management as the terms suggests involves the management of the radio resources over the air interface in such a way that maximum efficiency is gained prior to call setup and during the lifetime of a connection.

6.12.2

Definition and Description of RRM Tasks

6.12.2.1
Radio Bearer Control (RBC)

To use the services the protocols in the different layers (physical layer, MAC, ARQ, …) of the air interface have to be configured in the different peer protocol entities in the UE and the RAN. This also comprises the configuration of control channels used to control the different bearers.

6.12.2.2 Radio Admission Control (RAC)

For services with specific QoS requirements it might be necessary to ensure the availability of certain resources, which makes it necessary to decide for a requested radio service, if the needed resources are available and that the admission would not endanger the availability of resources for already admitted services. 

6.12.2.3 Connection Mobility Control (CMC): 

In Idle mode algorithms for cell (re-)selections in the UE are controlled by setting of parameters for cell reselection and configuration of measurements. It is possible to restrict the access to a cell for load reasons.

In Active mode (RRC connection mobility) the ‘mobility’ of radio connections between UEs and the different cells of E-UTRA have to be supported. The decision to move a connection from one cell to another is based on the radio conditions obtained by UE radio measurements, possibly based also on other conditions (e.g. load, traffic distribution) and on strategies defined by the operator. It is the task of CMC to configure the required UEs measurements appropriately.

6.12.2.4 Dynamic Resource Allocation (scheduling) (DRA)

For the actual transmission physical resources (i.e. transmit power, frequency, time, space, …) have to be allocated. The shift from the circuit switched paradigm to the packet switched approach makes it necessary that the resources have to be allocated and deallocated in real time in accordance to the availability of data for the individual connections, the quality of the radio channel, and the decision of a scheduler to transmit the data of selected connections.

6.12.2.5 Inter-cell RRM (interference management & load management) (ICR)

Due to the spill-over of transmitted power into neighbouring cells and in order to support unequal loading of cells, Inter-Cell RRM will be required. Inter-Cell RRM may be part of logical OAM. Depending on the mobility of users and the dynamics of data-rate changes, even Dynamic Inter-Cell RRM may be required. 

6.12.2.6 Radio Configuration (RC)

On a global scale radio resources have to be configured on a network wide basis. For example, the information needed for Idle mode mobility algorithms, parameters used for admission control, resource pools available in the different cells for dynamic resource allocation are such resources. With respect to UMTS R99 – Rel-6 comprise such resources and parameters which are provide by an OMC-R to the RNCs and which are then further distributed by the RNC to the Node Bs (e.g. Cell Setup Parameters, or System Information, …). Also RET (Remote Electronic Antenna Tilting) would belong to this area of RRM tasks. This global Radio Configuration allows to setup the network in a consistent manner, it allows the operator to provide the global strategies or policies to be applied by the other more real time RRM algorithms, to control the capacity and coverage of cells and to adapt the network to changing traffic demands (granularity e.g. on a day time basis).

6.12.3
RRM Architecture in LTE

6.12.3.1
Centralised Handling of certain RRM Functions

The following points should be considered in a the centralised handling of RRM

· a specific RR property/processing resource of a cell is controlled by a single RRM entity only 

· extensive duplication of database content within E-UTRAN nodes would be avoided 

· proposal to aim for “simple NodeBs” 

· inter-NodeB coordinations (PHY resources, measurements, BCCH management, HO decision, CAC)

· paging, logical O&M, statistics (KPI)

· clarification on “single point of failure” issue needed

· definition of related interfaces needed

· avoidance/coordination of competing decision points for UE specific RRM algorithms (e.g. radio based handover) in an multi-vendor/multi-operator environment

· avoidance/coordination of competing decision points for RRM algorithms with multi-cell scope like Traffic Management algorithms (e.g. load based handover) or dynamic Radio Configuration algorithms (e.g. interference co-ordination) in an multi-vendor/multi-operator environment

· dynamic / semi-static Radio Configuration

· problems related to the specification of RRM Algorithms in a multi-vendor environment

· periodic and event driven information exchange between affected network  nodes

6.12.3.2
De-Centralised RRM

The following points should be considered in a the de-centralised handling of RRM

-
dependent on deployment scenario

· load sharing between cells (intra- and inter-RAT)

· avoidance/coordination of competing decision points for UE specific RRM algorithms (e.g. radio based handover) in an multi-vendor/multi-operator environment

· avoidance/coordination of competing decision points for RRM algorithms with multi-cell scope like Traffic Management algorithms (e.g. load based handover) or dynamic Radio Configuration algorithms (e.g. interference co-ordination) in an multi-vendor/multi-operator environment

· periodic and event driven information exchange between affected network  nodes

· dynamic / semi-static Radio Configuration

· problems related to the specification of RRM Algorithms in a multi-vendor environment

6.12.4 Load balancing control

6.12.4.1 Introduction

Similar to UTRAN, load balancing control in LTE system will be performed in:

· Overlaying Cells with different frequency band (carrier) or RAT but covering the same geographical area

· Neighboring cells with same frequency band and RAT

In the following section, the above two cases are studied separately.
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6.12.4.2 Load Balancing between Overlaying Cells

There are some implemental cases where cells with different carrier or RAT and covers the (almost) same geographical area are managed by different eNodeBs. In these cases, to perform load balancing between the cells, load information should be exchanged between eNodeBs to follow load fluctuation in each cell.

It is anticipated that the number of eNodeBs managing overlaying cells will not be so many, e.g. around 4 (GERAN, UTRAN,  E-UTRAN and an additional spectrum band). This means that the number of connections to exchange the load information between eNodeBs is not so many. And time interval of around 10 seconds is estimated to be enough for the load information exchange between eNodeBs.

As a result of above studies, the required eNodeB signaling processing capability to exchange the load information may not be significant for the load balancing between overlaying cells. And therefore, the necessity of the RRM server is low.

6.12.4.3 Load Balancing between Neighboring Cells

Basically, UE may camp on an arbitrary cell and handover to the best cell. However, network may direct a UE to another (second best) cell due to lack of eNodeB resources. In this case, to perform load balancing between the neighboring cells, load information should be exchanged between eNodeBs to follow load fluctuation in each cell.

In this case, load information is needed to be exchanged with all neighboring cells, e.g. around 10, and the number of connections to exchange load information is relatively high especially for architecture 1. However, frequency of the load information exchange can be low since load information exchange between eNodeBs may be performed mainly when needed, e.g. when eNodeB is lack of BB card resource, furthermore, load balancing with neighboring cells can also be performed at radio interface, e.g. Ec/N0 base cell (re)selection, broadcasting load related information to UE.

Hence, the required eNodeB signaling processing capability to exchange load information may not be significant for the load balancing between neighboring cells. And therefore, the necessity of RRM server is low.
6.12.4.4 Traffic Load Reporting for Intra LTE, Inter 3GPP RAT and 3GPP non 3GPP RAT Handover

6.12.4.4.1 Architecture Types

The different types of architecture analysed below address only the needs for traffic load measurement exchanged between the different RRM entities for load balancing and not for any kind of inter-cell interference mitigation mechanism. The involved RRM entities decide on the initation of a handover or are in charge of admission decision of requested handovers. These entities can reside in eUTRAN  in case of intra-LTE handover, in 2G/3G RAN or eUTRAN in case of Inter 3GPP handover and in eUTRAN and non 3GPP RAT in case of handover with a non 3GPP RAT. It is assumed that the LTE mobility control function is located in the Node B. 
The traffic load measurement reporting can be performed on a peer to peer level between the RRM entities in which a measurement distribution function distributes measurements from one Node B to all concerned nodes (other eNodeBs, RNCs, etc. ). As an alternative the distribution of eUTRAN traffic load measurements be supported with the measurement distribution function implemented in a centralised node (RRM Server), which distributes the measurements obtained from the NodeBs it servers to all other concerned nodes (eNodeBs, RNCs, etc). The location of the distribution function yields different architectures types. In case of a centralised distribution this function can be physically co-located with the pool of AGWs, with one of the eNodes B, with UMTS RNC or be a separate physical entity. The last two cases will be analysed jointly. Note that co-location is used here in a sense that there is no open interface between them. The main difference between different co-location scenarios is the mapping of logical interfaces (red, blue and green in the figures) on physical interfaces (eNode B- eNode B, eNode B – AGW, etc.)

6.12.4.4.1.1 Standalone Server 

One of the possibilities of the location of the measurement distribution function is not to implement it in any element of the SAE/LTE system. It could be co-located/integrated with UMTS RNC or entirely separate node (RRM Server).
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Figure 6.12.4.4.1-1: Measurement reporting with standalone server

Two advantages of integrating the measurement distribution function with the RNC can be identified:

· Re-use of the transport network connection already configured for UMTS Iub interface in case Node B is also a eNodeB.
· Direct access to traffic load information in 3G system.

Of course, the co-location of measurement distribution function with the UMTS RNC may not be always possible.
Blue interface is an intra LTE interface and is used to collect the information from eNodes B in master/slave relation. This is a one-to-many interface. eNodes B register to the measurement distributions functions via this interface, report the load measurements from their own cells and receive recent load measurements of other cells (inter and intra-system) that are available there. Both periodical and event triggered reporting may be used in uplink, while periodical is better suited for downlink. 

Red interface is a many-to-many intra LTE interface and is used to exchange information with other measurement distribution functions nodes (e.g. RRM Servers). While it is an open question whether direct signalling procedures are applied to configure the measurements reported through this interface rather than O&M configuration, it has to be kept in mind that careless configuration of this interface may have a strong impact on the generated signalling load and information availability. This is why periodical reporting is a good candidate for this interface.

Green interface is used only for inter-system load information. Measurement distribution function could act as a ’ghost eNode B’ and transmit and receive load information from RNC/BSC through the AGW and the SGSN using transparent containers (cRRM principle). The periodic mode could be used in this case. The green interface might not be needed if all the information on 3G and 2G load can be extracted from the UMTS RNCs by proprietary means (physical integration of measurement distribution function in every RNC and then transmitted through red interface). Another possibility to avoid the green interface is a hybrid mode: piggybacked mode for inter-system cell load exchange directly between the RNC/BSC and the LTE Nodes B during inter-system handover procedure (cRRM principle again) and then eventually reporting it periodically to the measurement distribution function node together with own load information, for further propagation. The disadvantage of this solution is that either measurement distribution function functionality needs to be implemented in UMTS RNCs creating de facto a need for a support of a new interface in the RNC or a separate physical node (RRM Server) needs to be added to the system. 
Regarding the 3GPP to non-3GPP mobility, this architecture limits the number of interfaces between the SAE function in SAE and the LTE measurement distribution functions compared to the distributed architecture (i.e. an architecture where no concentration of measurements using the blue interface is performed). This limited number of interfaced nodes is particularly important when a new configuration has to be installed. 
6.12.4.4.1.2 Primary AGW

Measurement distribution function could be implemented in one of the AGWs in the pool, which could be called a primary AGW. The advantage of this solution is that the existing transport network topology could be reused, but there may be a problem with a scalability of such solution and the fact that radio functions are implemented in the core network.
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Figure 6.12.4.4.1-2: Measurement reporting with measurement distribution function functionality located in the AGW

The blue and red interfaces are the same as in the previous case. As it can be seen on the figure, there is no need for the green interface, as the primary AGW itself can act as a ghost Node B to send and receive periodically load information to and from 3G and 2G. Another possibility would be to handle inter-system load reporting with piggy-backed mode directly between the RNC and the interested Nodes B (cRMM-like) and then eventually propagate it between the Nodes B through the Primary AGW. The Primary AGW could also extract directly the load information from the transparent containers in inter-system HO messages to the Nodes B, but it is a risky solution.

Regarding the 3GPP to non-3GPP mobility, this architecture has the same characteristics as the previous one. As the AGW is already interfaced to the core network entities, the interface with the Mobility Manager may be easier to standardize.
6.12.4.4.1.3 Master Node B

Implementing the measurement distribution function in one of the Nodes B allows to use existing transport network configuration and to still keep the separation of the core network and radio network functionalities, while centralising the exchange of load information. The Master Node B would require increased redundancy protection.
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Figure 6.12.4.4.1-3: Measurement reporting with measurement distribution function functionality implemented in Master Node B

The red and blue interfaces are the same as in the standalone server case. The green interface may be used for periodical or eventually piggy-backed information exchange with 3G and 2G (there would actually be nothing special about this interface as the master Node B is a real Node B rather than a ghost). Note that not only Master Node B's own load information would need to be exchanged, but also the load of all slave Nodes B and their peer 3G and 2G cells. This would significantly increase the size of inter-system HO messages in piggybacked mode and may have a negative impact on inter-system handover duration to and from the Master Node B. Alternative solution, like in other cases, is distributed piggybacked inter-system load information between the RNC/BSC and all the Nodes B and then eventual central propagation through the Master Node B.

Regarding the 3GPP to non 3GPP mobility, this solution has the same characteristics as stand alone server. 
6.12.4.4.1.4 Distributed

In the situation when centralised measurement distribution function is not implemented, de facto measurement distribution function functionality needs to be implemented in each Node B. 
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Figure 6.12.4.4.1-4: Distributed measurement reporting

Existing transport network configuration may be reused for the measurement reporting. The blue interface becomes an internal interface. As to the red interface, even if the number of its instances increases drastically, it is still the same red interface as in the standalone server case. Also, the same constraints apply. It is a many-to-many interface and a peer/peer relation. Careless configuration of this interface as well as inter-operability problems due to different implementation may have a strong impact on the generated signalling load and information availability. Periodical reporting is a safe choice for this interface.
Like in the Master Node B case, there is nothing additional in the green interface comparing to the S1 interface. Piggy-backed mode, possibly enhanced with polled or spontaneous mode seems to be best suited for the inter-system information exchange. Up-to-date inter-system information could be also further broadcast between the Nodes B.

Regarding the 3GPP to non-3GPP mobility, this architecture requires that all the Node B interface with the SAE nodes hosting 3GPP to non-3GPP mobility management function. As a consequence, each Node B should register to these nodes separately, making the configuration phase more complicated and time consuming. The Node B should be also able to generate events for the Mobility Manager in a specific format. As those events are not necessarily the same as those used for intra-3GPP mobility they may require additional implementation and configuration effort. When polled, Node B can report its own load as well as the load of its neighbour Nodes B.
6.12.4.4.2 Bandwidth Estimation

Let us attempt to estimate bandwidth needed for inter-Node B traffic load reporting. We shall take a worst case scenario with the following assumptions:
· Periodical reporting is used

· Each Node B has three cells

· The average number of neighbouring cells is 30 per cell, roughly one third of them common between the cells in the same Node B, making it approximately 70 neighbouring cells per Node B and 30 neighbouring Nodes B per Node B

· The header size (UDP, IP, IP Sec, etc) is 40 bytes

· The load information from one cell requires 10 bytes to be encoded

· For simplicity, only intra-LTE information is considered

· Reporting architecture could be distributed or centralised

· Reporting period is one second

In the centralised case, the information reported by the Node B in uplink will require:

3 * 10 + 40 bytes /s = 0.56 kbps per Node B

And the information received in downlink will require:


70 * 10 + 40 bytes/s = 5.9 kbps per Node B

In the distributed case, the information reported to (uplink) or received from (downlink) other Nodes B will require:


30 * (3 * 10 + 40) bytes/s = 16.8 kbps per Node B in each direction

Those figures show that the bandwidth required for traffic load reporting is negligible compared to peak and cell edge user data rates required for the LTE.
6.12.5
Inter-Cell Interference Coordination

6.12.5.1
General Scheme for Inter-Cell Interference Coordination
As reflected in Liaison Statement from RAN1 on “RRM for LTE” (R3-060358) radio resources in terms of frequency, time and transmit power are to be managed and distributed among cells, whereas the cell border area requires special attention.

The coordination of DL and UL resources in a multi-cell environment (avoiding vague terms like “cell-border”, “overlapping cell areas”, ...) requires to co-ordinate real-life network conditions with interference, load imbalances etc. by applying restrictions in the operation of the respective schedulers, i.e. determining which radio resources the schedulers are allowed to distribute among the UEs he is serving and the common channels he is feeding.

A possible general resource model for distributing radio resources among cells for ICI Inter-Cell Interference Coordination can be depicted as follows:
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Figure 6.12.5-1. Distribution of radio resources among cells.

Per configuration, a default distribution of radio resources is applied to the resources available within one carrier. These distributed resources are denoted by Subsets i,j,k,... .

Each (cell-specific) subset may consist of 

-
autonomous resources, i.e. resources which are primarily not available for disposition among neighbour cells. The definition/configuration of an “autonomous” portion within the subset might depend on the  ICI Coordination scheme. Especially for a distributed approach, i.e. with no centralised co-ordinating entity like an RRM server, it might be helpful to define a “starting point” for resource-usage in order to reduce complexity.


Even if a certain subset of sub-carriers   is not for disposition, it should be clear that transmit power needs to be managed in any case. Note that coordination of the RRM-resource “time” needs ([R3-060358]) more insight in the to-be-envisaged scheduling schemes and respective possibilities to timely co-ordinate transmissions of neighbouring eNodeBs.

-
resources for disposition, i.e. resources which are primarily available for disposition at the cell border and which usage is controlled by a single resource owner. The assignment of a single resource owner is again seen as a possibility to reduce complexity.
In case of a static inter-cell interference coordination as defined in R3-060358, maximum transmit power, for example, may require to be configured in a quite conservative way which is not very advantageous at the cell border. Or that a certain amount of sub-carriers may remain un-used in case of load-imbalances.

For semi-static interference coordination as defined in R3-060358, functionality is needed to co-ordinate the radio resource usage among “non-owning” cells, where it is for example possible, that during network operation the resource owner is requested by a neighbouring entity to grant additional resources. The resource owner is entitled to grant the requested amount of resources for a certain period of time, if possible.

The definition of a distributed request/grant scheme seems to be challenging but not impossible and needs more studies.

6.12.5.2
Interface functions for X2 (distributed semi-static ICI Coordination) and X3 (centralised semi-static ICI Coordination)
The difference in ICI Coordination schemes for distributed and centralised approaches can be described as follows:

Whereas in the distributed ICI Coordination case, several owners of cell-edge resources have to negotiate about the actual resource usage, in the centralised case a single entity can process cell-load information and inter-cell interference-measurements and provide a comprehensive decision to the entities under its control executing the decisions.

So far, for the distributed ICI Coordination case, the following X2 functions can be listed

-
exchange of load status

-
exchange of  interference status
-
request for resources from non-owning entities to the resource owner

-
grant of radio resources by the resource owner

-
termination (revoke) of grants by the resources owner

All these functions have to be performed in a symmetrical manner and there is a many to many relation for all the interface functions, i.e. an eNodeB has to process information from several neighbour eNodeBs and decide on the distribution of resources that are free for disposition.

Note: 
It can be debated how far a resource owner reacts on grant requests and resource necessities in its own cell, and this has to be specified. This debate should aim at guaranteeing system stability. All these questions have been raised during the basic architectural discussions already and need still to be clarified. One important step to reach the goal of a stable flat architecture is the definition of a “resource ownership”.

For the centralised ICI Coordination case, there are no ICI Coordination functions expected on X2 but only on X3:

-
eNodeB reporting of load / interference status to a central ICI Coordination entity

-
eNodeB reception of instructions from a central ICI Coordination entity regarding the resource subset the schedulers are allow to operate on.
6.12.6 Input from other Working Groups 

NOTE: the intention of this section place holder is that when RAN WG1 can give a complete perspective on RRM for LTE, that their findings communicated to RAN3 be recorded in this document. 

6.13
Architectural Proposals

6.13.1
Introduction

6.13.2
User Plane Architecture 

Whether the LTE Architecture comprises of 2 or more nodes is FFS. 

6.14
Paging & C-Plane Establishment

6.14.1 Introduction

This section covers topics related to the following:

· paging initiation

· paging distribution 

· C-plane establishment

NOTE: A number of agreements have been made in [6] with respect to this issue of Paging and Evolved RAN C-Plane Establishment

6.14.2 Transfer modes of paging request message

In the following discussion, EUTRAN will most likely  no longer hold any central node such as the 3G RNC for User C-plane handing. Therefore, compared to a 3G SGSN, an MME may have to manage more nodes for handling paging request messages, resulting in higher processing load.

Because the connections between adjacent ENBs are anticipated for the transfer of UE active mode contexts at the time of handover, such connection can be also used to mitigate the above-mentioned problem. Basically, some benefits could be considered for transferring a paging request message as in Figure X below.
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Figure X: Transfer modes of paging request message

All above modes assume that MME sends some paging request message when receiving a notification of incoming data at UPE level. The detailed behavior of the various modes are as follow:

Mode 1 :
MME sends the paging request to all ENB that controls one cell contained in the tracking area.

Mode 2 : 
MME sends the paging request to only one reference ENB which controls a reference cell in the tracking area. The cell can be for instance the cell used by the mobile to camp in the tracking area, or any predefined cell, or could be chosen randomly within the tracking area. Then the reference ENB transfers the paging request message to all the other ENBs which control at least one cell of the tracking area.

Mode 3 :
Similarly to mode 2, MME sends the paging request to only one reference point. The ENB forwards the paging request to only its direct neighbor ENB. The neighbor ENB then propagates the paging request to the other ENB controlling cells of the tracking area. Predefined propagation rules can be defined so as to avoid (or minimize if redundancy is desired) the duplication of paging requests. We can also envisage dynamic propagation rules, depending on the choice of the reference cell made by MME.

Mode 4 :
Similar to mode 3, except that more than one reference points are used.

The application of IP multicasting as the transport solution for Paging Request message is FFS.

6.14.3 Discussion and study points
6.14.3.1 Introduction

· Fixed or flexible reference ENBs
If the “reference ENBs” and transferring routes are fixed, it is likely that the processing load in reference ENBs will be higher. On the other hand if they are flexible, when are they selected and how are they operated?
· Considering ENBs processing load
Assuming that overlapping tracking areas, “reference ENBs” in the overlapping area will have higher processing loads than ““reference ENBs” in non-overlapping areas..

· Considering a paging transfer delay
It is necessary to consider a paging transfer delay
· Comparison with alternative schemes in the distribution of paging requests e.g. IP Multicast 
6.14.4  Paging Initiation 

6.14.4.1 Introduction

“Paging Initiation” functionality refers to the function that terminates incoming user-data packets and initates paging requests to the cell(s) in the Tracking Area(s) that that UE is registered to.

Note that in [6] it is stated:

"The SAE/LTE system shall provide effective means to limit mobility related signalling during inter-RAT cell-reselection in LTE_IDLE state. For example, with similar performance to that of the “Selective RA Update procedure” defined in TS 23.060."

Two options are:

· Paging Initiation in a central UP Entity

or

· Paging Initiation at the last active RAT. 

6.14.4.2 Paging Option 1: Paging Initiation in the UPE

This option foresees that the incoming data packets are buffered in the UPE, the MME distributes the paging request to all the relevant RATs and forwards the packets towards the network where the UE responds to the paging request.

Paging UEs in URA_PCH:

It is currently not clear whether UP resources are established between SAE UPE and 2/3G SGSN for UEs in URA_PCH. If no resources are established, the same handling as for IDLE mode is performed, however, it needs to be ensured, that the establishment/release of those resources are controlled by one of the entities controlling the mobility states (SGSN or SAE MME). 

If no UP resources are kept established between SAE UPE and 2/3G SGSN for URA_PCH mobiles, the aGW is informed via the release of resources on S3, if the UE changes from any active RRC state to URA_PCH. The UE then needs to be paged explicitly via S3.

If UP resources are kept established two options are conceivable:

A)
Either the UPE entity sends copies of the user packets towards the 2/3G SGSN while paging LTE. 

B)
Or the UPE entity needs to be aware of the UE being in URA_PCH and sends a paging indication to the 2/3G SGSN.

In order to align with paging handling for UEs in IDLE/STANDBY option B) would be preferable. 

The following flow chart depicts the various paging scenarios and should be self-explaining.
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Figure Y. Paging Initiation in the UPE.

6.14.4.3 Paging Option 2: Paging Initiation at the last active RAT

This option foresees that the incoming data packets are first routed towards the node which served the UE last. I.e. either the 2/3G SGSN in case the was served last via 2/3G access and is now in IDLE/STANDBY or to the RNC if the Iu ps connection is kept established and the UE is in URA_PCH or towards the last known eNodeB. 

Information about the last UP connection needs to be kept in UPE. 

There is no need to keep the UPE informed about the UE’s mobility state for paging reasons.

Further, the UPE does not need to buffer incoming data packets until successful paging response.

Figure Z depicts the case where the last know RAT was LTE, flow charts are given for the cases where the UE either moved to another eNodeB’s area (case a) or stayed at cells served by the last known eNodeB (case b) or or changed to 2/3G access (case c).

In any of these cases, 

1’’)
the eNodeB needs to keep a UE context containing at least the temporary id with which the UE needs to be paged, tunnel data and the MME entity that holds the MM context for the UE. 

2)
In case mobile terminating data arrives at the UPE, it is encrypted and sent to the last known  eNodeB.

3)
the eNodeB pages within cells of the last known eNodeB and triggers the MME entity that holds the MM context for the UE to distribute paging requests towards all the eNodeBs within the same TA and towards the 2/3G SGSN, referenced by the temporary paging identity.

Cases a), b) and c) are described below Figure Z.
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 Figure Y. Paging Initiation in the last active RAN.

case a) 



A certain fraction of mobile users (estimation of 65% given in [4]) will have changed to cells served by another eNodeB or cells of other RATs. Paging response is forwarded to the MME in charge (step 4a) which informs the last known eNodeB that the user packets buffered there need to be forwarded to another eNodeB (step 5a). After E-UTRAN resources have been established (step 6a) the forwarded packets (step 7a’’) as well as the packets sent by UPE directly (step 7a’) can be sent to the UE (step 7a).

case b) 



A certain fraction of mobile users (estimation of 35% given in [4]) will stay in cells served by the same eNodeB where they moved to LTE_IDLE state. In that case the UEs response might be received a bit earlier than in case a) and c) (step 4b). However, in order to reduce the UE’s response time, paging requests need to be forwarded to other RATs in any case (steps 3).

case c)


If the UE has moved to 2/3G access, the respective paging response will be received via interface “S3” (2/3G SGSN – SAE MME/UPE) (step 4c). The last active eNodeB is requested (step 5c) to forward buffered user data to the UPE (step 6c) which need to be decrypted (step 7c), before they are sent (step 9c) via the established resources to the 2/3G SGSN (step 8c).

6.14.4.4 Comparison of both options

	Issue
	Paging option 1: UPE
	paging option 2:paging at last RAT

	context in last known eNodeB
	not necessary
	UE context containing at least MME address, tunnel data and temporary paging id 

	distribution of paging request in LTE-TA and RAs
	via MME
	via MME

	buffering MT data for paging reasons
	at UPE
	at eNodeB (however, according to [4] the UPE could also buffer several packets within a “packet collection” timer, see §2.3.2 in [4])

	handling of eNodeB failures (as the eNodeB is not expected to be a highly reliable node it might fail frequently)

It needs to be ensured that the page-ability of the UE is guaranteed. 
	no recovery mechanism needed
	Recovery mechanism needed, i.e. paging initiation functionality needs to be implemented in MME/UPE in any case.

	security threats
	not applicable
	storing (NAS) UE contexts in eNodeB might be a security risk. It is possible to reference to the UE’s context in the MME via the paging id .

If necessary, SA3 should be consulted

	Scalability
	no issue at eNodeB
	eNodeBs serving cells at the edge of a TA will most likely have to provide more UE context storage and UP buffer capacity as they will be contacted first at TA Update and keep the context until the UE changes to active.

	timing performance 
	no issue (assuming DRX cycles ~1s)
	assuming DRX cycles ~1s sending forth and back page requests should not be an issue, however network complexity increases


6.15
RAN Migration Scenarios

6.16 Buffering & Packet Loss

6.16.1 Introduction

In the agreed architecture, where Header Compression and Ciphering are in aGW and Outer ARQ is in eNodeB, it can be assumed that U-plane packet buffering is done only in eNodeB. This is a reasonable assumption since outer ARQ limits the actual transmission speed with working closely with HARQ.

The main differences between U-plane architecture of UMTS (HSDPA) and LTE/SAE are the main buffering point and the packet state. In UMTS architecture, original IP packets are buffered in RNC. On the other hand in LTE+SAE architecture, header compressed and ciphered packets are buffered in eNodeB. These differences are depicted in fig.6.X.1-1.

Buffering in eNodeB may result in additional delay and data discard.
The following sections discuss on the impact of the additional delay and data discard to Header Compression and Ciphering.
Note that the same concern applies also for packet loss in S1 interface.
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6.16.2 Impact of eNodeB buffering and packet loss in S1 interface

6.16.2.1 Header compression

The ROHC that is expected as a header compression function needs to have status synchronization between sender and receiver side to ensure compress and decompress process. As a basic principle, it can be said that additional delay and packets discard make ROHC performance less effective.

ROHC is robust to packet error and it can be assumed that additional delay and packets discard itself don’t raise crucial issues. Before then, we think ROHC is only applied to short and real time traffic like VoIP that is supposed to be sent with high priority. So additional delay and discarding is small in a normal operation and the impact to ROHC performance is expected to be negligible.  

Conclusion
The impact of additional delay and discard to header compression is permissible. However it is also recommended to have countermeasure to avoid additional delay and discard as much as possible.
6.16.2.2 Ciphering

The current ciphering scheme includes sequence number and implicit HFN counted both by UE and NW as input to ciphering function. The following study is based on assumption that HFN concept is also reused in LTE+SAE security.

If long delay occurs in eNodeB buffer or on interface between aGW and eNodeB, SN might be circulated on the way to UE. Unless bulk discarding or packet loss happen in that situation, it doesn’t become a serious problem. However the risk of HFN mismatch is higher once discarding or loss occurs. The HFN mismatch seems to be a crucial issue because packets after deciphering are all meaningless and an operator cannot know the mismatch status except by costumer’s claim. Even if the possibility of HFN mismatch is low, this situation absolutely has to be avoided.

In RLC AM operation in UMTS, this mismatch never occurs since SN is common for both Outer ARQ and ciphering. And the amount of sending data is controlled by ARQ sliding window. On the other hand in current LTE+SAE case, there is no entity that has the function to detect whether there is any Ciphering SN circulation on the way to UE and therefore there is the risk of HFN mismatch when bulk discarding and packet loss happens. 

Conclusion
The impact of additional delay itself is permissible but the impact of bulk discarding and packet loss might cause the HFN mismatch problem. The HFN mismatch is a crucial failure and has to be absolutely avoided. 

6.16.3. Traffic control provided in SAE + LTE

Theoretically, there is a possibility of packet discarding and packet loss for all IP flow, and if bulk discarding or bulk loss happens there is a risk of HFN mismatch problem. However the possibility of bulk discarding and bulk loss is different depending on QoS handling of each IP packet.

- packet of real time service
RT service like VoIP is a fixed rate service and needs to be handled with GBR policy. This means policy enforcement in aGW, call admission control in eNodeB and priority transmission are needed to ensure the quality of the service. 
In this condition, the possibility of bulk discarding and bulk loss is negligible.

- packet of non real time service (packet on best effort service)
 Almost all packets are assumed as TCP packet. In terms of TCP packet, if AQM works appropriately on S1 interface and TCP congestion window is controlled to bottleneck point, the possibility of bulk discarding and bulk loss is expected to be low. 
On the other hand, it is free for users to use UDP protocol on best effort bearer. If UDP application is designed appropriately and works well, the probability of the bulk discarding and bulk loss is low. However it is also possible to send UDP packets at radio maximum rate deliberately since UDP doesn’t have flow control mechanism. In this case, the bulk discarding and bulk loss might happen.

Conclusion
It can be said that the probability of bulk discarding and bulk loss is expected to be low, assuming certain traffic control for each services is applied. However, there may be the possibility of bulk discarding and bulk loss that may cause HFN mismatch. 

6.16.4 Proposal of solutions

There are two approaches to prevent HFN mismatch and to improve performance. The major difference is whether aGW has the buffer and the control of transmission rate to each flow, or not. In this section, we explain each solution and summarize the pros and cons.

6.16.4.1 [Alt.1] No buffering in aGW (+ feedback information from eNodeB)

No Buffering in aGW is one of the big advantages on the agreed architecture. No buffering generally means that aGW just relay HCed and ciphered packets at the same speed as aGW receives from upper nodes and aGW cannot control transmission rate. 

On the assumption of no buffering in aGW, there are some solutions to avoid or minimize this problem.

Alt. 1-1 HFN is excluded from security parameters
This alternative in an extreme proposal. It is clear that the implicit HFN concept improves security level. If there is a good solution to eliminate HFN and at the same time keeping the current security level, this would be an ideal solution for this crucial problem.

Alt. 1-2 Long SN length for ciphering
This is also simple solution due to be more robust against bulk discarding and loss. However it is not easy to decide appropriate SN length since long SN means increasing overhead. And it is also difficult to estimate a bulk packet loss probability because packet loss caused by temporary heavy congestion on IP network is not necessarily an abnormal case in IP network.

Alt. 1-3 Prohibit bulk discarding over SN cycle
It is possible for eNodeB to prohibit bulk discard over SN cycle. When eNodeB do bulk discarding by timer base or AQM base, eNodeB still remains the same SN packet as the last send PDU at least to avoid the HFN mismatch. But this is adoptable only for preventing packet discarding in eNodeB, and useless for preventing bulk packet loss on S1 interface 

Note that Alt.1-2 and 1-3 are very simple solutions and can be considered in parallel. 

Alt. 1-4 Feedback information from eNodeB
The following explains the usage of this alternative:
 
- To provide recovery from HFN mismatch status when bulk discarding in eNodeB and/or bulk loss in S1 interface occurs.
As mentioned above, the probability of bulk discarding and bulk loss is expected to be low if the size of ciphering SN is chosen appropriately. However this alternative is useful as a failsafe when eNodeB need to do bulk discarding or accidentally finds bulk packet loss on S1 interface over SN cycle. By sending feedback information to aGW, the aGW can reset the HFN status and HFN mismatch can be recovered..
- To prevent bulk discarding in eNodeB and/or bulk loss in S1 interface by discarding packet in aGW according to the AQM policy.
As also mentioned above, AQM for TCP flow is useful to prevent too much buffering in eNodeB. And it is better to discard original IP packet in aGW than HCed and ciphered packet in eNodeB to minimize the impact to HC and ciphering.
Sending feedback information, for example on how much packet should be discarded, from eNodeB to aGW, can prevent the problem. However the detailed mechanism on how to discard the packet, e.g. whether this is done per flow or per UE, etc., is FFS.

 Pros and cons of Alt1 are summarized as the following

Pros

- aGW buffering is not necessary

- Flow control like Iub-FP is not necessary

Cons

- eNodeB and aGW interaction is needed (Alt1-4)

- Discarding and loss of HCed and ciphered packet cannot be avoided

- AQM might be less effective than alt.2 if eNodeB trigger to aGW to discard.  

6.16.4.2 Buffering in aGW + flow control like Iub-FP

This approach can minimize all concerns because aGW can control transmission rate to minimize eNodeB buffering. Basically, this alternative will be very similar to the flow control between RNC and NodeB (for Rel-5/6).

Pros 

-aGW can control transmission rate according to eNodeB buffer status and loss status on interface


- Minimum delay and discard in eNodeB


- Minimum delay and discard on interface

-AQM function is realized only in aGW buffer

Cons

-aGW buffering is necessary 

-Flow control like HSDSCH-FP is necessary.
6.16.4.2.1 Flow Control and Congestion Control on S1
​​​​​​​​​​​​​Problems for the PDCP functions ciphering and header compression might occur in case of a series of back-to-back losses of PDCP PDUs on S1 that occur per ciphering entity and/or per IP flow in case of IP-based header compression. Thus, this discussion focuses on the probability of the occurrence of such an event. A potential impact would be the loss of ciphering and/or header compression context at the PDCP receiver, and thus the need for re-synchronization which might then result in a loss of end-to-end performance.

It is important to note that the following discussion not only applies to queue management in the eNB, but it likewise applies to queue management at other locations on the SA1 interface. For example, it can be assumed that queue management is implemented in IP routers of an IP-based S1 transport network.

An eNB handles traffic in terms of SAE Radio Bearers (RBs) which are the granularity of QoS control (see Section 7.12.4 in [1]). For the purpose of this discussion a distinction is made between GBR RBs and Non‑GBR RBs with the understanding that the establishment/modification of a GBR RB triggers admission control in the eNB while the establishment/modification of a Non‑GBR RB does not trigger admission control in the eNB.

The following assumptions are made:

In a typical SAE/LTE deployment RealTime (RT) components of operator‑controlled services (e.g., IMS Multimedia Telephony) will be realized on GBR RBs. 

With proper configuration and dimensioning (e.g., DL-SCH scheduling priorities, admission control thresholds, etc.) the queues of GBR RBs will be mostly empty.

From this it is concluded that a realistic risk for a series of congestion-related back-to-back losses of PDCP PDUs caused by queue management in eNB would only exist for Non‑GBR RBs, in particular those that are associated with a low DL-SCH scheduling priority.
It is well-known that persistent congestion (large average queue sizes and high packet drop rates) – which is an essential precondition for the occurrence of a series of congestion-related back-to-back losses of PDCP PDUs – will not occur as long as only a few (e.g., less than 100) traffic sources share the same queue at the bottleneck link of an end-to-end path, and as long as those traffic sources have implemented a TCP-compatible congestion control scheme. Note that in response to a packet loss TCP halves its send rate. In fact, this rate halving behaviour of TCP is widely acknowledged as the basis for the stability of the Internet. Note also that this discussion is in principle independent of the queue management scheme implemented at the bottleneck link, e.g., whether it is a passive drop-tail queue management scheme, or an active queue management scheme which is tailored to maintaining free buffer space for the purpose of absorbing burst arrivals of packets. It should be noted, however, that active queue management schemes are known to reduce packet drop rates [2], and are widely deployed in state-of-the-art IP routers.

Furthermore, numerous studies in the past years have shown that traffic in the Internet is largely dominated by TCP (e.g., see [3], [4]). This is due to the fact that the most popular applications used across the Internet are TCP-based, e.g., e-mail, WWW, FTP, peer-to-peer file sharing, and streaming video realized as progressive download.

NOTE:
Even though it is not directly related to this discussion such traffic analysis studies highlight another important aspect that should be considered within the RAN groups in the context of LTE: more than 50 percent of all IP packets in the Internet are small (roughly 40 bytes). To a large extent those are the TCP acknowledgements and TCP connection management messages (SYNs / FINs). When assuming for an SAE/LTE access network a larger share of VoIP traffic then an even larger percentage of IP packets will be small. And when also assuming a wide use of IP‑based header compression within an SAE/LTE access network then those small IP packets will result in even smaller PDCP PDUs (e.g., roughly 5 bytes in the case of a TCP acknowledgement). This should be considered when evaluating link and physical layer overhead.

It seems save to assume that a similar traffic mix, i.e., mostly TCP-based, can also be expected on the Non‑GBR RBs of an SAE/LTE network. Furthermore, it seems save to assume that only a few concurrent IP flows will share the same queue associated with a Non‑GBR RB. 

Thus, it is concluded at this point that the risk for a series of back-to-back losses of PDCP PDUs caused by queue management in eNB must be low. 

A remaining potential risk for a series of back-to-back losses of PDCP PDUs caused by queue management in eNB associated with Non‑GBR RBs stems from traffic sources, e.g., UDP-based applications, that are not responsive to packet loss, i.e., that do not reduce their send rate in response to packet loss. However, note that most of the UDP-based applications that are used widely today employ non-standardized (in the IETF) send rate reduction schemes (e.g., streaming clients). Furthermore an SAE/LTE network can to a large extent be protected from the mentioned potential risk by operating a rate policing function per bearer. Note also that the mentioned potential risk only exists for the particular Non‑GBR RB that carries such an unresponsive flow. Thus, unresponsive flows can not adversely affect the traffic carried on other RBs; in particular not the traffic of other UEs.

In summary, it is concluded that the occurrence of problems, e.g., the loss of ciphering and/or header compression context at the PDCP receiver, caused by queue management in the eNB can be safely regarded as being so rare and exceptional that the effort of standardizing a flow control function for the S1 interface would not be justified. Thus, no significant impact on the PDCP functions ciphering and IP-based header compression should be expected since with sufficiently long PDCP sequence numbers ciphering can tolerate moderately long series of back-to-back losses of PDCP PDUs, and the same is true for IP-based header compression (independent of the size of the PDCP sequence numbers).

6.16.5 Conclusion
- For downlink packets of GBR services, due to policy enforcement in aGW and admission control in eNodeB, flow control is not needed.

- For non-GBR service, TCP is assumed to be used and TCP is expected to perform the flow control.

- However, although it maybe rare, the possibility of bulk discarding of downlink packets in eNodeB and/or bulk loss in S1 interface is still exist, and this may cause HFN mismatch between the UE and the network.
Therefore, there is the necessity to clarify the problem further and if the problem turns out real, to define solution(s) to avoid bulk discarding in eNodeB and/or bulk loss in S1 interface of downlink packets, or solution(s) to prevent HFN mismatch when bulk discarding / bulk loss is unavoidable.
6.17
LTE Security

Editors Note:

Care should be taken that no overlap or duplication of work takes place between working ongoing in SA WG3 with respect to SAE/LTE

6.17.1 Introduction

6.18
Evaluation of Architecture against Requirements
6.18.1 Evaluation of interruption time on inter-RAT handover between 3GPP RAT
6.18.1.1 Inter-RAT handover scenario 
The basic scenarios of the inter-3GPP RAT handover are summerized in TR23.882. There are four candidate solutions and some minor differences among the solutions in terms of the physical node configuration and the mobility protocol. However it seems these minor differences would not make any remarkable difference on the interruption time. Therefore, solution A is assumed as a nominal scenario.

The information flow for handover solution A is shown in Fig. 6.18.1-1. The HO preparation is done as a background process without U-plane interruption. This means the u-plane interruption time highly depends on the “U-plane transient period” that is the time between the reception of the HO command and the U-plane route update. Therefore, a detailed analysis of this period is needed to assess the interruption time. 
Note that the scheme to minimize loss of data on inter-RAT HO is FFS.
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Fig. 6.18.1-1 Information flow in handover solution A (TR 23.882, Fig. 7.8-2)
6.18.1.2 Analysis of U-plane transient period

The u-plane transient period is shown in Fig. 6.18.1-2. The u-plane transient period consists of the radio low layer process, RRC signaling, and the path switch process. 


- Radio low layer process (a)

This includes all aspects of the handover process after receiving the HO command until the L3 signaling to the new RAT, e.g. radio switchover, synchronizing to the target RAT and the L1/L2 process for L3 signaling.


- RRC signaling (b), (c)

The relation between the RRC signaling and pausing/resuming of the u-plane is FFS. If resuming of the u-plane is triggered by the RRC signaling, the transmission time of the RRC signaling is the major cause of u-plane interruption, especially in the UTRAN due to the narrow transmission rate for c-plane signaling. 

In this evaluation, the RRC signaling is assumed as the trigger to resume u-plane, i.e. the HO complete is the trigger to resume DL u-plane at the target RAN, and the HO complete Ack is the trigger to resume UL u-plane at the UE. 


- Path switch (d)

This includes all aspect of the path switch process, which is triggered by the RRC complete from the UE. In the DL if there are forwarded packets in the target RAN, these packets can be sent to the UE before the path switch occurs.

In this model, the total interruption time in the UL is (a) + (b) +(c), and the one in the DL is (a) + (b) + (d). If forwarded packets are available in the target RAN, the total interruption time in the DL is (a) + (b).
[image: image29.emf](d) Interruption time

by path switch

UE

Source

RAN

Target

RAN

Target

MME/UPE

Inter AS

anchor

Source

MME/UPE

HO command

HO command

HO complete

Ack

HO complete

User plane route update

(Path switch)

Ack

UL DL

(a) Interruption time

by radio low layer

(b) Interruption time

by UL RRC signaling

(c) Interruption time

by DL RRC signaling

Data forwarding

(background 

process)

Radio switchover

+

Synchronizing at target RAT 

+

L1/2 proc. for L3 signaling

U-plane active U-plane active

U-plane active U-plane active

Forwarding 

data only

U

-

plane transient period

(d) Interruption time

by path switch

UE

Source

RAN

Target

RAN

Target

MME/UPE

Inter AS

anchor

Source

MME/UPE

HO command

HO command

HO complete

Ack

HO complete

User plane route update

(Path switch)

Ack

UL DL

(a) Interruption time

by radio low layer

(b) Interruption time

by UL RRC signaling

(c) Interruption time

by DL RRC signaling

Data forwarding

(background 

process)

Radio switchover

+

Synchronizing at target RAT 

+

L1/2 proc. for L3 signaling

U-plane active U-plane active

U-plane active U-plane active

Forwarding 

data only

U

-

plane transient period


Fig. 6.18.1-2 Analysis on the u-plane transient period
6.18.1.3 U-plane interruption time
The delay for each category is estimated in Table 6.19.2-3. Depending on the direction of handover, the time taken by the RRC signaling would be quite different as shown on the table. Although these figures are based on speculations, the values are thought to be valid for this case study, neither optimistic nor pessimistic. Based on this table, the interruption time is calculated as follows.

· Inter-RAT HO from 2G/3G to LTE

· UL : 70 ms

· DL : 65 ms (Forwarded data from the source RAN are available)
         79 ms (No forwarded data from the source RAN are available)

· Inter-RAT HO from LTE to 2G/3G

· UL : 260 ms

· DL : 160 ms (Forwarded data from the source RAN are available)
         174 ms (No forwarded data from the source RAN are available)

The requirements for inter-RAT handover in LTE are specified in TS25.913. The most stringent value is 300 ms for RT services between 3G and LTE. As a preliminary result, it can be said this requirement will be fulfilled. 

Note that the similar analysis are applicable to the bi-cast approach since the interruption time (a)+(b) is common and unavoidable even in the bi-cast approach. In detail, the interruption time is expected to be slightly better than the one without data forwarding because (d) is always excluded.
Table 6.18.1-3 Assumptions for interruption time
	
	Category
	Cause
	Assumed time [ms]*

	
	
	
	2G/3G->LTE
	LTE->2G/3G

	(a)
	Radio Low Layer process
	-Radio switch over
-Synchronizing at target RAT
-L1/L2 process for L3 signaling
	60

	(b)
	UL RRC signaling
	-RRC Transmission time and delay
-RRC processing time
	5
	100

	(c)
	DL RRC signaling
	-RRC Transmission time and delay
-RRC processing time
	5
	100

	(d)
	Path switch process
	-Message transmission time and delay
-Path switch  processing time
-Packet transmission time and delay
	14


* Actual values are subject for checking with other working groups.



6.18.1.4 U-plane forwarding delay

If the u-plane forwarding delay between RATs is longer than the DL interruption time, the actual interruption time will be extended. Fig 6.18.1-4 shows the image of the forwarding path in non-roaming case. The major delay causes are divided into the transmission delay on each interface and the node processing delay. 

In this estimation, the transmission delay between the nodes is assumed as４ ms and the node processing delay for forwarding is assumed as 2 ms. These figures are also shown in Fig X.4-1.

As a result, the total u-plane forwarding delay is estimated as 20 ms, which is much shorter than the estimated DL interruption time of 65 ms for the handover from 2G/3G to LTE. Hence, it can be said that the u-plane forwarding time does not affect the performance of inter-RAT handover.

Please note that it is FFS whether the u-plane forwarding should be applied to RT service or not because this interruption time might be long for RT service.
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Fig. 6.18.1-4 Delays involved in the forwarding path

6.16.1.5 Conclusion

The u-plane interruption time is a part of the u-plane transient period, which is the time between the reception of the HO command in UE and the U-plane route update. The HO preparation period does not contribute to the u-plane interruption time. 

Based on the analysis of the u-plane transient period, the total interruption time is expected to be lower than the requirement for inter-RAT handover, even in the case of inter-RAT HO from LTE to 2G/3G. The data forwarding time is expected not to affect the total DL interruption time. 

6.19
Open Issues

6.19.1 MME/UPE split scenario

· Intra-LTE mobility in LTE_ACTIVE

· Should t-eNodeB request a user plane switch via control plane signalling (towards the MME which then commands a path switch in the UPE) or user plane signalling (towards the UPE which then informs the MME about the change of UE location)?

It was argued that signalling via UP towards the UPE would minimize the time in where the s-eNodeB performs data forwarding.

It was argued that path switching is a part of path management and could be seen as a natural part of UP functionality.
It was argued that signalling via CP towards the MME would allow for a cleaner CP/UP split and that this solution would not exclude the possibility for UPE only or MME/UPE relocation at the time of handover.

It was argued that forwarding of NAS messages during the time of handover can become a problem in case the MME is not informed immediately about the UE mobility.
· LTE_IDLE to LTE_ACTIVE transition

· Which function (MME or UPE) should trigger the LTE_IDLE to LTE_ACTIVE transition?
Within the LTE_IDLE to LTE_ACTIVE transition, it was commented that there are also other aspects that need further studies, for example which node that sets-up the UP tunnel towards the eNodeB.
· Relocation in LTE_ACTIVE

· For UEs in LTE_ACTIVE, which of the following scenarios should be supported?

· No relocation of UPE nor MME

· Relocation of UPE only.

· Relocation of both UPE and MME
· When scenario has been decided detailed analysis of the signalling flows can be elaborated and analysed.

7
Agreements and associated contributions

7.1 RAN Architecture

7.1.1 LTE Access System Mobility

It has been agreed not to co-locate MME with eNodeB.

7.1.2 Path Switching

With respect to Intra-LTE handovers, the path is switched right after the UE has appeared in the target cell. 

7.1.3 Paging 

7.1.3.1 Paging Initiation

It has been agreed during RAN3 #51 that paging initiation will not take place in the last active RAT, but in the UPE.

7.1.3.2 Transfer of Paging Request message

It was agreed during RAN3 #51bis that the Paging Request message is sent by MME directly to each eNodeB within the Tracking Area the UE is registered.
7.1.4 Intra-LTE-access mobility handling of UEs in LTE_ACTIVE

R3-060400 was agreed for TR 25.912, following design criterias like minimum involvement of MME/UPE during HO process.
For handover between eNodeBs, handover preparation in C-plane across X2 interface is envisaged. Moreover, also forwarding of user data across the same interface shall be supported. 

· Rationale: At RAN3#51bis RAN3 decided to avoid the additional effort for support of handover with MME/UPE involved, as it is expected that topologically neighbouring eNodeBs will be able to communicate across X2.
If no X2 interface exists and hence no handover preparation has taken place, the UE will be forced to go to LTE_IDLE.
7.1.5 RRM Agreements

UE information provided to the network related to the inter-cell interference coordination/avoidance, if any are needed, are terminated in the eNodeB. 

In case a centralized node is needed for the inter-cell interference coordination/ avoidance, this node is not directly involved in the call related signalling.
7.1.5.1 RRM Assumptions

It is assumed that a logical E-UTRAN node in addition to the eNodeB is not needed for RRM purposes. Moreover, due to the different usage of inter-cell RRM functionalities, each inter-cell RRM functionality should be considered separately in order to assess whether it should be handled in a centralised manner or in a distributed manner.

7.1.6 S1 Flow Control and Congestion Control

For S1 RNL protocols:

· There will be no flow control functionality defined for the S1 interface

· There will be no congestion control functionality defined for the S1 interface

· Means to enable implementation specific TNL congestion detection in eNodeB shall be provided (TNL congestion detection in UL is FFS).

· Means to handle radio congestion in the eNodeB is FFS (If any, it should be done at least based on out-band QoS information).

7.2 Signalling Procedures
7.3 Input Material for TR 25.912
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Specification Impact and associated Change Requests

This section is intended to list the affected specifications and the related agreed Change Requests. It also lists the possible new specifications that may be needed for the completion of the Work Task.
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Project Plan
9.1


Schedule

	Date
	Meeting
	Scope
	[expected] Input
	[expected]Output

	7th – 11th  Nov 2005   
	RAN3#49
	· RAN Architecture agreed

· RAN Migration Scenarios

· State and State Transitions
	
	To be presented at TSG RAN#30

	TBD
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	Working assumption on complete concept

· Channel Structure

· Signalling Procedures

· Mobility Details
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· (including evaluations against REQs)
	
	To be presented at TSG RAN#32
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