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1 Purpose
The purpose of this paper is to study mechanisms to tackle radio congestion issue and discuss whether a flow control is needed over S1 interface for this purpose or any other solution better suited.

2 Introduction 
It is well recognized that there can be varying radio conditions at the eNodeB and that some mechanism would be suitable to slow down adaptatively the bit rate when necessary. 

In this contribution, as discussed at RAN3#51bis, we assume that for non real time TCP mechanism exist and not UDP. Whenever radio congestion is detected by the enodeB (e.g. buffer build-up indications), the bit rate could be reduced to adapt to the new radio situation by TCP thanks to the discarding of some packets. Several solutions for this are studied below.
3 Description of the solutions
Several discard solutions can be envisioned:
Solution 0 : Blind discard /no specification
It is assumed that is nothing is done, the eNodeB buffers could overflow, and that unintelligent discard could be done by the eNodeB in an implementation dependant way. High importance data could be discarded.
Solution 1: Intelligent discard in the ASGW or flow control over S1 

The ASGW is informed when radio congestion occurs to discard only when needed: this can be done by a congestion notification indication sent by enodeB.
The ASGW then selectively discards packets of aggregates towards the involved enodeB selectively per flow/packet.
The discard in the ASGW can/is assumed to be done above the ciphering and the compression to avoid any numbering issue with compression/ciphering sequence numbering. 
Solution 2: Intelligent discard in nodeB

By an appropriate marking of discard eligibility (DE bits) done by the ASGW for every packet and sent in-band over S1, the eNodeB can discriminate the importance of data to be possibly discarded.

This discard eligibility code-point is defined per packet and indicates the level of vulnerability to discarding of the packet. This level is not necessarily related to the priority of the flow this packet belongs to.

The packets can be marked either by the application (e.g. a video application may mark less important video frames as “yellow”) or by the DifServ edge conditioner based on parameters such as GBR, MaxBR or token bucket size.

4 Comparison of the Solutions
Considering that solution 0 is not good enough, we compare below the solution 1 and solution 2.

Issues with solution 2: intelligent discard in the eNodeB
· no flow awareness: compared to the ASGW, one can notice that the eNodeB is flow agnostic and therefore less QoS aware than ASGW. However, by setting the discard eligibility code-point in every packet, it is believed that the eNodeB will have equivalent information. For example, if the ASGW receives directly within the IP header an AF (assured forwarding) DSCP code-point indicating already such a discard eligibility, it could simply mirror it in the packet sent over S1. This indication per packet can be done per flow and eNodeB thus becomes fully flow aware regarding the discard eligibility.

· Risk of bulk discarding: consecutive data should not be discarded in order to not create gap in the sequence numbering for ROHC. However, it is believed that the eNodeB can do such a selective discard to avoid the sequence numbering issue. Moreover, due to S1flex nature, the eNodeB has a central vision and can dispatch the discarding of packets over several low priority aggregates and further balance the expected bit rate reduction over several ASGW.   
As a conclusion, it is believed that the drawbacks of this solution can be neglected.
Issues with solution 1: intelligent discard in the ASGW with flow control over S1
This solution is deemed resulting in several drawbacks:
· slow reactivity: the time needed for enodeB detection and notification sent to the ASGW leads to no immediate reaction to a radio congestion issue in case of a quick load rise. And a delayed reaction could even be detrimental if the congestion situation has changed when the reaction is eventually triggered.
· Inappropriate reduction of bit rate due to the detection/decision and correction done in 2 separate nodes:

· Severity issue: The ASGW cannot guess how severe is the congestion and how strong the reaction should be,

· S1flex issue: one ASGW cannot guess to how many ASGW in parallel the notification has been sent to and also which (re)action these other ASGW will take,

· Multi-vendor issue: the (re)action in the ASGW will be implementation dependant (not specified) and the eNodeB cannot guess how much to expect. 

· End of congestion issue: how to signal the end of congestion and how to interpret it is also an issue.

· Displacement of buffering into the ASGW.
The issues associated with solution 1 reveals finally much more detrimental.
5 Conclusion
It is proposed to discuss these solutions and agree that the intelligent discard in the eNodeB is the most appropriate solution to handle radio congestion handling and that therefore no flow control is needed over S1 interface for this purpose.

The discard in the enodeB is not supposed to be specified but left implementation dependant. Only the discard eligibility code-point (DE bits) associated with this solution will be specified and will be sent in-band in every packet. It is still ffs if these DE bits will be within a frame protocol.

 ----------------------
It is however believed that this conclusion could be reopened if a requirement to handle also TNL congestion is made/confirmed and a combined solution for the two types of congestion becomes looked after (see related tdoc R3-060739).
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