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Discussion
1. Introduction
This paper discusses the concept of having multiple UPEs per UE from the point of view of the potential benefits, complexities and trade-offs associated with it. 
2. Assumptions
Two fundamental assumptions are made in this paper

· The operators may have multiple service domains accessible though different access points geographically distributed within one physical domain. For simplicity, in the remainder of this paper, we will refer to this as “servers”
· There could be a combination of IPv4 and IPv6 servers (service domains)
· For practical or legacy deployment reasons, servers  associated to different services are not all located in the same physical location

· Some UPEs may be collocated with the servers 

· In some cases a UPE is much closer to a server than to the radio interface

· Essentially each server or group of servers correspond to a UPE 

3. A description of the multiple UPE concept
3.1. A description of the multiple UPE concept

Single UPE

· The traffic from each server goes to the corresponding UPE first

· Then, from each UPE, the traffic has to be routed to a “master” UPE where it is physically aggregated, then passed to the user

Multiple UPEs

· The traffic from each server goes to its corresponding UPE first

· Then, each UPE sends its traffic to the user independently from the other UPEs

· Traffic from multiple UPEs is physically aggregated close to the radio interface
3.2. Pictorial

Figure 1: the rectangular country (an “exemplary” PLMN)

Figure 2: multiple parallel services with a single UPE in the rectangular country

Figure 3: multiple parallel services with multiple UPEs in the rectangular country
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Figure 1: The rectangular country (an “exemplary” PLMN)
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Figure 2: Multiple parallel services with a single UPE in the rectangular country
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Figure 3: Multiple parallel services with multiple UPEs in the rectangular country

4. Multiple UPEs: a discussion
4.1. Mobility

It is still FFS whether the UPE relocation should be supported while the UE is in LTE_ACTIVE state. If this is the case, having multiple UPEs per UE may make the relocation procedure more complex. 

On the other hand, the different UPEs may be relocated independently based on service QoS requirements and backhaul cost considerations, thus allowing more flexibility in the mobility handling of the different flows.

Conclusion: allowing multiple UPEs per UE will increase the complexity of the relocation procedure. On the other hand, it allows more flexibility in the mobility handling of the different flows.
4.2. IP addressing

In the multiple UPE model, for each connection through each APN (associated with each UPE) the UE might have a different IP address. This means that the UE would have to manage multiple independent IP addresses in parallel, one for each APN.
Conclusion: allowing multiple UPEs per UE will require the UE to handle more than one IP address in parallel.
4.3. Security

The detailed analysis presented in [1] shows that multiple UPEs may lead to significant complexity in the security architecture and procedures. In particular, the UE will have to be able to handle parallel/independent ciphering for the different flows. 

Security handling on the network side will also be more complex. As pointed out in [1], such architecture will probably increase the complexity of the signalling between the MME and the UPEs for procedures such a distribution and possibly change of ciphering keys.

Conclusion: the security handling in case of multiple UPEs will increase the complexity in both UE and E-UTRAN.
4.4. Scalability and Fault Tolerance

Allowing multiple UPEs increases the system scalability. For instance, in a scenario where UPEs are collocated with servers, a new server/UPE couple can be added in a certain location without worrying about the existing network topology. 
Also, such architecture will reduce the possibility of having a single point of failure, one UPE failure not impacting all the active flows.

Conclusion: allowing multiple UPEs increases system scalability and robustness.
4.5. Backhaul cost

Allowing multiple UPEs for one UE may reduce backhaul cost. This is the case, for instance, of the rectangular country scenario described in Section 3. In such a scenario, the different UPEs can directly route the data to the UE, rather than routing the data to the master UPE first, thus reducing the backhaul cost.

Conclusion: allowing multiple UPEs per UE is likely to reduce backhaul cost.
5. Conclusions

This paper has provided an overview of the trade-offs involved with the Multiple UPEs concept. It is proposed that the points raised in Section 4 are taken into consideration when discussing such concept.
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