3GPP TSG RAN WG3 Meeting#50
R3-060063
Sophia Antipolis, France, 10th – 12th January 2006
Source:
Siemens

Title:
Horizontal Control-Plane Interfaces in LTE/SAE
Agenda item:
R3-7.3.5
Document for:
Discussion
1 Introduction

Resulting from discussion during joint RAN2-RAN3-meeting #49 (November 2005, Seoul, Korea), TDoc R2-052931 was created to summarise distribution of functional entities to logical nodes. This contribution now addresses the question, which of the identified functional control-plane entities may require interfaces to the same functional entity in neighbouring nodes.

2 Inter-Cell RRM Database

For Inter-Cell-RRM, it is quite obvious that an inter-cell-RRM entity will need at least the possibility to retrieve information from neighbouring inter-cell-RRM entities. If not, handover decisions across the border of a single inter-cell-RRM entity would occur rather randomly without knowledge on RRM situation in the target cell. Thus, it can be expected that inter-cell-RRM entities will have communication interfaces, independent of the question whether they are located in eNodeB, in RRM Server or in aGW.

3 Entity handling UE Contexts

In R2-052931, the following functional entities are considered to handle UE contexts:

· RB Control

· Connection Mobility Control

· RRC Upper Part

These functional entities contain per-UE status information. When a UE in LTE_active is moving across the border of the controlled area, this information has to be forwarded. For this relocation of UE-contexts, an interface towards the same functional entities in neighbouring nodes is required. This requirement is deemed valid for all placements of UE context handling (eNodeB, RRM Server, aGW).

Note:
One possible alternative might be context re-establishment instead of re-location. However, due to loss of status information severe impact to perceived user quality can be expected, which is deemed unacceptable. Thus, re-establishment of radio related UE context during active-mode mobility is not treated further.
4 eNodeB Measurement Configuration

For performance of an inter-cell RRM entity, which is finally expected to decide on UE handovers (i.e. Connection Mobility Control) the ability to access eNodeB measurements is significant. Depending on the employed RRM algorithm, different types of measurements with varying periodicity may be required. For optimum RRM, influencing/configuring eNodeB measurements across cells is advantageous. However, depending on the placement of the eNodeB measurement, different scenarios have to be considered:

· eNodeB Measurements configured in eNodeB
In this scenario, an eNodeB measurement configuration unit would need to react on measurement requests sent by (n) neighbouring eNodeBs. If neighbouring eNodeBs do run different RRM algorithms requiring other types of measurements or more/less frequent measurements, concurring reporting conditions may arise, possibly even leading to non-availability of requested measurements. Such scenario is deemed unpractical for realistic network operation.
If, however, measurement configuration and inter-cell RRM database are co-located, then not single measurements would be requested by neighbouring nodes but rather abstract load information. Such scenario (if abstract information sufficient from RRM point of view) is deemed feasible, thus co-locating RRM database and eNodeB measurement configuration is suggested..

· eNodeB Measurements configured by RRM Server
In this scenario, a central controlling unit would configure eNodeB measurements in a co-ordinated manner, based on a single RRM strategy (algorithm) valid for the whole RRM Server area.
At RRM Server area border, cross-border measurement configuration is deemed unrealistic for the same reason as in the eNodeB-eNodeB scenario (despite it would be less of an issue, as not the same multitude of RRM algorithms would co-exist in a small area). For the same reasons as above, also in this scenario co-locating measurement configuration unit and RRM Database is beneficial.
· eNodeB Measurements configured by aGW (i.e. in CN)
In this scenario, eNodeB measurement configuration would be handled in the aGW. As it is expected that aGWs from different operators will have access to the same NodeBs, also here the situation of concurring measurement requests could arise. Moreover, distribution of Radio Measurement resources to sharing operators may become an issue.
From evaluation above, it seems unpractical to allow eNodeB to configure the measurements of neighbouring eNodeBs. For configuration by RRM Server or from the Core Network, the RRM performance losses are not expected to compensate the effort of cross-border configurability. Thus, it is proposed not to embody cross-entity configuration of eNodeB measurements. A horizontal interface for this purpose is therefore not required.

It is rather proposed to locate inter-cell RRM database and eNodeB measurement configuration in same logical node. A horizontal interface would therefore not be able to configure eNodeB measurements, but rather to retrieve RRM information from the inter-cell RRM Database as described in section 2 above.

5 Summary: Horizontal C-Plane Interfaces

In Figure 1 below, the current status of architectural discussion is extended by adding “Horizontal Control-Plane Interfaces” to those functional entities, where evaluation above is proposing to place them. Moreover, the proposal to co-locate eNodeB measurement configuration and Inter-Cell-RRM database is reflected.
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Figure 1: Architecture with connection points for Horizontal C-Plane Interfaces
(depicted with brown lines)

Notes on figure 1:

· Horizontal C-Plane Interfaces are expected to interconnect same functional entities in Neighbouring Nodes

· It may be suited to handle all horizontal interfaces in one common protocol (xxxAP), if functional entities located in same logical node

· It may be suited to handle interconnection to existing systems by subsets of the interconnection protocols for LTE (e.g. xxxAP-u to UTRAN, xxxAP-g to GERAN)

6 Proposal

It is proposed to update the Technical Report by:

1. Adding a description on requirements for Horizontal C-Plane Interfaces

2. Updating the figure by adding Horizontal C-Plane Interfaces and co-locating the functional entities “eNodeB measurement configuration” and “inter-cell RRM Database” (as depicted in figure 1 above)
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