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1 Introduction

During debates at recent 3GPP RAN and SA meetings, different Architectures for the C‑Plane of UTRAN SAE/LTE have been presented and their benefits and drawbacks have been discussed in detail. During these discussions, the consequences of malfunction of a central control-plane node were addressed. This contribution aims to evaluate some possible scenarios.
2 Assumption on Architecture

In this document, a System Architecture with three c-plane nodes is assumed. Figure 1 shows the assumed architecture, which comprises a Radio Control Server (RRM Server, sometimes also referred to as CPS = Control Plane Server). The benefits of this distribution of functions to logical nodes (e.g. central RRM, central and secure protocol handling and suitability for RAN sharing) are treated in separate contributions.
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Figure 1: Assumed Architecture
C-Plane functions depicted by white boxes, U-Plane functions by blue boxes;

C-Plane connections depicted by red lines, U-Plane connections by blue lines
One consequence of handling Radio Resource Management in this centralistic approach is that an eNodeB would not need to handle a sophisticated state-gnostic Radio Resource Management. Instead, the interaction between RRM Server and eNodeB would follow a master-slave model, allowing reducing processing effort in NodeB. All relevant state information (i.e. information on existing contexts and their content) would be handled at RRM Server level. If RRM Server fails, the non-availability of this (static and dynamic) information does become an issue. This contribution describes some of the precautions that can be taken to overcome such failure situation.

3 Server-Grade Reliability
As usual, reliability of RRM Server can be increased by local precautions:
· Duplicated Hardware

· Boards in the Server may be duplicated

· Spare-Boards may take over functionality

· Power Supply may be available twice
· etc.

· Synchronised Processing and hotswap-capability
All these precautions are well known from today’s mobile-networks and from other high‑availability servers in the IT world. Solutions/Implementations are widely available.
4 High-Availability Clusters
Instead of using a single server, a High-Availability Clusters (HA cluster) might be implemented for the purpose of improving reliability of control-plane servers. Redundant nodes would provide service when network components fail. The minimum size of an HA cluster is two nodes.

In contrast to the widespread use of computer clusters for database applications, the real-time requirements of mobile-network management would impose high requirements on the logical connection between the redundant nodes, i.e. fast interconnection will be required. This requirement is stemming from the fact that dynamic state changes (and the underlying parameters) would need to be distributed to all nodes of the cluster.

In addition to these requirements on logical Server-to-Server interconnection, the physical layout of transport network will have to be designed such that re-routing (i.e. bypassing the failed part of the network) is possible in real-time.

In summary, HA clusters can provide excellent reliability. Whilst HA clusters are known to be quite cost-effective for database-applications, real-time requirements of mobile networks (due to real-time radio bearer management) would induce particular requirements on processing speed and interconnection.
5 Serial Monorelation
In contrast to the approach described with HA-clusters, a less demanding precaution would be to mirror only (semi-) static data. In other words: Not every state change (like e.g. Bearer Setup, Modification, Deletion) or dynamic parameter (e.g. Measurements) would need to be distributed to redundant nodes, but just such information which is changing less frequently (like e.g. neighbour-cell lists, current settings of Maximum Available Power etc).

Another way to describe this approach is the model of “Serial Monorelation”: In normal operation, an eNodeB is controlled by one controlling RRM Server, i.e. a pure monorelation exists. However, if controlling RRM Server fails, control relation to another RRM Server is established. Dynamic Information (including e.g. call status) may be lost, but the traffic in the affected geographical area will resume normal operation after short period.

In this approach, availability may be not as perfect as in the HA clustering scenario. However from information-synchronisation perspective, serial monorelation would be quite easy to handle, e.g. by exchanging status-information containers between neighbouring controllers. The achievable reliability would be similar to that achieved by redundancy across an m:n interface (e.g. Iu-Flex), i.e. similar to CN connection reliability,
6 Comparison

The following table contains a brief overview on the reliability provisions discussed above:
	
	Type of Precautions
	Robustness against
	Behaviour at malfunction

	Server-Grade Reliability
	Software Provisions, Local Hardware Redundancy
	Component Failure
	Transparent behaviour for component malfunction

	High Availability Cluster
	Redundant physical nodes, possibly in different locations, having synchronised static and dynamic (State) information
	Component failure,

node failure,

TNL failure
	Transparent behaviour for component malfunction, node and TNL failure

	Serial Monorelation 
	(Partly) Redundant physical nodes, possibly in different locations, with mirrored (semi-) static (configuration) information
	Component failure,

node failure,

TNL failure
	Transparent behaviour for component malfunction.

Call re-establishment for node and TNL failure (similar to non-availability of CN and Iu-flex)


7 Proposal
It is proposed that RAN3 does confirm:

1. That reliability appropriate for controlling a radio access network is supported by the architecture depicted above, where a central control-plane node (a logical node, possibly consisting of more than one physical node) is controlling a certain geographic area.
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