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1. Introduction

In this document mobility for LTE is discussed and an example Hard Handover procedure is presented. The focus is on mobility for UEs in connected mode, LTE_Active, as it can be assumed that the LTE_Idle state mobility is relatively straight forward by reusing much of the mechanisms that exists in the current REL-6 system.
2. Discussion

2.1. General
Depending on the delay tolerance of the data flow, it is highly preferred to have mechanisms for fast serving cell switch and robustness in such way that data loss and large access delay is avoided. 
In order to achieve high spectral efficiency, the UE should always be connected to the most suitable cell. This means that the serving cell change has to be sufficiently fast to preserve performance while allowing time for the rerouting and delivery of ongoing (re) transmission of user data. 
Contrary to this, the serving cell change shall allow for sufficient time for the UE to do physical layer (re-)synchronization and for the new serving e-NodeB to adapt the HARQ states and scheduling (e.g. receive CQI type of reporting from the UE). This procedural time applies for any scheme and will be a considerable fraction of the total hand over time.
It is the intention in this paper to discuss a proposal that meet these requirements and those stipulated in [5] while limiting the complexity in defining new procedures for connected mode mobility for LTE

2.2. User and Control Plane Aspects
In order to achieve a hard hand over type of cell change for LTE there are several aspects to consider. For any scheme it would be required to support:
· Lossless in order delivery: Required by TCP
· Low interruption time during HO, 
· Avoidance of large context transfers /signaling load: It is preferable to reduce the transport load and delay introduced with signaling and state transfers like e.g. full contexts transfer between access points.
· Configuration, multi cell RRM and HO negotiation between access nodes made effectively: For example relocation at cell change adds complexity between nodes and on interfaces that potentially need dynamic reconfiguration.
The properties of outer and inner ARQ are discussed in [1] and [2]:  Placing the outer ARQ in the central node makes it possible to reuse the same ARQ functionality for residual HARQ as for providing lossless fast handover.
By having sequence numbering at RLC PDU level, synchronization of context transfer and UP data rerouting in a central node will efficiently cater for fast lossless serving cell change. This will also ensure in-sequence and duplication-less delivery while fulfilling the provisioning of QoS.
The functions and function split including the placement of eRRC and MAC functions are discussed in [3] and [4]. 
The assumption for this proposal is that assignment of temporary identity(s), Mobility handling and Security functions are made in a central node. 
However, fast radio resource assignment is assumed to be present also at MAC level in the Node-B. This fast radio resource management could for example handle fast scheduling, QoS control, Measurement handling and could from a functional and requirement point of view be located either at the Node-B site or in a central node.
3. Example Control Plane procedure

In the following we propose an example procedure for a network controlled and prepared handover scheme to be used in LTE. The exemplified message chart is shown in Figure 1. The figure shows both CP and UP messages during the process. In the UP we show the last RLC PDUs that are sent before the cell change and then the first RLC PDUs that are sent after the cell change. Thereby, it becomes possible to derive the UP interruption time based on the message chart.

In what follows we explain and analyze the message chart step-by-step: 





Figure 1. Example Control Plane procedure

For completeness we show the flow of the UP traffic prior to the handover via the source NodeB. In the UP we assume that whole PDCP/IP packets are encapsulated into RLC PDUs, which are carried via the transport network, typically in a UDP/IP tunnel to the NodeB. 

1.
In the first step the UE is sending measurement reports about neighboring cells in the form of RRC messages to the ACGW. 

2.
The ACGW decides that a handover needs to be performed.

3.
In the next step the ACGW asks the preparation of resources at the target NodeB. In response to this request the target NodeB can perform any necessary radio resource reservation for the UE, including for instance, the reservation of cell specific UE IDs. With this same preparation message the transport network tunnel can be also set up, which means that the tunnel endpoints can be configured in the target NodeB and in the ACGW.

4.
In the next step the ACGW sends the last RLC user plane PDU toward the s-NodeB. At this same moment the ACGW also sends the “Physical Channel Reconfiguration” RRC message to the UE in the control plane.  The figure also shows the last PDU that the UE receives in the UP from the s-NodeB before it receives the RRC command and starts to perform the cell change. In favorable cases this last received PDU is the same as the last PDU sent from the ACGW. That is, the source NodeB can send out the remaining buffer content before the handover.

5.
Next, the ACGW switches the user plane and it starts sending the next expected RLC PDU toward the t-NodeB. The t-NodeB will buffer this PDU and following PDUs until the UE resynchronizes at the t-NodeB, when these PDUs will be sent out to the UE.

6.
The UE starts to obtain synchronization at the target NodeB in response to the RRC Physical Channel Reconfiguration message. 

7.
When the synchronization is obtained between UE and target NodeB, it is detected on L1/MAC level both in UE and t-NodeB. For instance, a Scheduling Request/Response message can be exchanged between UE and t-NodeB at this point.

8.
The target NodeB starts scheduling PDUs for the UE both in uplink and downlink and it starts sending out the buffered PDUs. The UE sends the “Physical Channel Reconfiguration Complete” RRC message and also starts sending uplink RLC PDUs, which include latest ACK/NACK status reports for the downlink traffic.

9.
The ACGW sends the next expected downlink RLC PDU toward the target NodeB.

10.
Finally, the ACGW requests the source NodeB to release all resources related to the UE and releases the transport network tunnel at the same time.

3.1. Estimate of the Interruption Time

In order to calculate the interruption time in the UP traffic during the handover we have to calculate the elapsed time from the point when the UE receives the last PDU via the source NodeB (marked with circle #1. in the figure) until the UE gets the first PDU via the target NodeB (marked with circle #2. in the figure). For the elapsed time between point 1 and 2 we will use the notation T1-2. Note that T1-2. gives the interruption time only for the downlink user plane. The uplink interruption time can be obtained in a similar way (not shown here) and the result would be very similar to the downlink interruption time. 

The UE starts the resynchronization when it receives the RRC message at point 1 in the figure. The time that it will take the UE to resynchronize will depend on the corresponding L1 procedures and L1 parameters, which are yet to be decided. However, as a general assumption we can say that the UE has to have DL synchronization first and then it has to obtain UL synchronization and time alignment. In order to obtain UL synchronization and to get resources assigned we assume that the resynchronization procedure shown in the figure already includes the exchange of a scheduling request and scheduling grant message between UE and t-NodeB. 

Now, it is straightforward to read the interruption time from the message chart, which becomes:

T1-2=r+ dUu, where r is the resynchronization delay and dUu is the one-way delay on the Uu interface. The one-way Uu delay in the interruption time accounts for the time that it takes to send the first DL PDU from the target NodeB after the synchronization has been obtained. For the value of r we can assume that the resynchronization should be possible to accomplish within a few times of 10 ms, while the one way delay on Uu is approximately dUu=1.5 ms.

That is, we can say that using the proposed handover scheme an interruption time approximately in the range of a few times of 10 ms should be possible to achieve, depending on the resynchronization delay. It is also important to point out that with this proposed scheme the interruption time is dependent only on the delay of the L1 resynchronization procedure and it is not limited by the signaling sequence. 

3.2. Benefits of the Proposed Scheme

Our proposed scheme has the following benefits:

· There is no need to move UE context and to forward packets between NodeBs. The context forwarding can delay the handover process especially if the delays on the network links are higher than the resynchronization delay on the radio interface. The context forwarding would also increase complexity, since the mechanism needs to be secure and reliable and it needs to be newly defined.

· There is no need for an interface between NodeBs. Such a control interface between NodeBs would increase complexity, testing effort and it would create potential for new security risks.

· Lossless, duplication less and in-order delivery is guaranteed. The outer-ARQ mechanism is reused to provide the guaranteed delivery during the handover. That is, no new mechanisms need to be defined.

· A low interruption time can be achieved, which is limited only by the resynchronization delay.

· The centralized and network controlled handovers allow to exploit multi-cell knowledge and optimizations in the handover decisions in order to achieve better overall network efficiency.

4. Conclusion

In this paper connected mode mobility has been discussed including a detailed example of a NW controlled Hard Handover procedure. It is proposed to include the proposed mechanism in appropriate 3GPP TR.
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