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Discussion
1. Introduction
In this contribution we present different aspects of the Mobility schemes envisaged for E-UTRAN.
2. Fast Cell Switching
It is highly desirable to introduce a fast and robust serving cell switching method in E-UTRAN. Indeed, although traffic flows are usually classified as delay sensitive (i.e. any conversational service such as VoIP, Video Telephony etc…) and delay insensitive (i.e. any interactive or background service such as Web browsing, file download etc…) all traffic flows are in fact sensitive to delay. Delays can either directly impact the user experience due to latency in delivering VoIP packets during handoffs for example, or indirectly by impacting the end to end throughput (any TCP based traffic flow needs to maintain a low and stable RTT to achieve very high throughput). In addition to an improved user experience, allowing fast cell switching improves system capacity by preventing edge of cell users from draining the resources of their current serving cell if a better cell exists.
Our proposal is to use a fast switching mechanism that can either be L1 or L2 based which we believe will offer better performance in terms of required time to switch compared to a L3 based mechanism.

The essential idea is that the UE would report the preferred radio link using Layer 1 or Layer 2 signalling and then autonomously start listening to the scheduling and/or traffic channel on the new cell.
Two different mechanisms can then be envisaged depending on the delay sensitivity of the traffic flow.

In a first mechanism well suited for highly delay sensitive traffic flows, the UE can autonomously switch to a different serving cell in the fast switching set and immediately start listening to the traffic channel. The E-Node B buffer management for this alternative is described in 3.2.1.
In a second mechanism suited to less delay sensitive traffic flows, the UE first indicates to the anchor where it wants to switch and starts monitoring the scheduling channel on the new cell. It should be noted that until it is scheduled on the new cell, the UE is still able to receive data from the old cell. The E-Node B buffer management for this alternative is described in 3.2.2.
2.1. Fast Switching Set
In order for the UE to be able to autonomously change its serving cell it is necessary that the required configuration information (i.e. user and control channel parameters, access procedures, etc…) have been signalled in advance for all cells in the fast switching set. The same requirement applies to the E-Node Bs in the fast switching set.

It should be noted that there are many conditions in which cells would not be suitable to provide the required service to the UE. For example it is possible that some cells do not have hardware support for the service requested by the UE or are over-loaded. For these reasons the set of cells in the fast switching set would need to be negotiated with the Anchor.
Each cell in the fast switching set are then assigned an identity so it can be uniquely identified using the layer 1 or layer 2 signalling mechanism.
Conclusion: Allow for a fast switching set concept controlled by the anchor. 
2.2. L1/L2 Signaling
As mentioned above, we propose that UEs signal on Layer 1 or Layer 2 the identity of the cell with which they want to communicate. Since in the proposed protocol architecture the MAC entity would reside in the E-Node B, the Anchor would not necessarily need to be involved in the switching mechanism.
It is not envisaged that the fast switching set would need to be very large (the maximum size would be comparable to the current active set size, i.e. ~6).

Conclusion: Allow for a Layer 1 or Layer 2 mechanism for fast switching.
3. Buffer Management

At change of serving E-Node B, it may be necessary to redirect the data path from the current E-Node B to the target E-Node B (if the ARQ data is not multicast, see 3.2.1). Also, it will be necessary to decide how to handle the remaining data in the current E-Node B i.e. in both the ARQ and HARQ buffers.

3.1. HARQ Buffer Management

During a serving E-Node B change, we need to consider whether the UE will immediately switch once it indicates that a better E-Node B has been detected or whether the actual UE switch would occur after some delay.

Delaying the actual UE switch would have an impact on capacity since the remaining transmissions would not be performed from the best E-Node B. However, it would give enough time for on-going HARQ transmissions to be completed and also for the data path to be redirected to the target cell (in case the data is not multicast, see 3.2.1).
In the case where the actual UE switch is performed immediately however, the data may not be immediately available for transmission at the new E-Node B and thus an interruption may occur. In such a scenario, it may be beneficial to also transfer the HARQ state information (transmit information and HARQ process states). This would allow transmissions to be resumed after the cell change. The HARQ transmission properties however (packet size, targeted number of transmissions) are very dependant on the channel quality in the E-Node B and transferring them may result in an inefficient use of the radio resources in the new E-Node B.

Conclusion 1: No transfer of HARQ state information.

3.2. ARQ Buffer Management

If the sequence numbering is performed at the anchor as proposed in [1], the RLC sequence numbering is not affected during cell change. It is however important to discuss how the user data would be handled. 
3.2.1. Multicast

A first way to transfer the data to the E-Node Bs is to multicast the user data to all the cells in a UE fast switching set. This method addresses the problem of transferring the data to the target E-Node B since all E-Node Bs in the set would have the same data. 

With this method, since the anchor is not aware of which E-Node B the UE is actually receiving data from, it would be best to manage the E-Node B buffer data between the UE and the E-Node Bs only.
In order to avoid the E-Node B from accumulating too much data, an automatic discard mechanism similar to the HSDPA Discard Timer is needed. This mechanism is particularly relevant for real-time services for which the multicast method is intended.

In order to help synchronize the received data at the UE, it can report during the cell change what data it has already received (the mechanism is illustrated in Figure 1).
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Figure 1: Multicasting
3.2.2. Request-based with make before break
This second mechanism assumes that the UE indicates its intention to change serving E-Node B to the anchor. In the meantime it continues to receive data from the old E-Node B.
Once the UE has indicated that it wants to move to a new E-Node B, the state of the old E-Node B is sent to the new E-Node B and new data is routed to both the old and the new E-Node Bs. This multicasting only happens during transition periods as opposed to the mechanism described in 3.2.1 which would require to multicast at all time. Keeping the old E-Node B in the loop is meant to reduce the interruption time and address the possibility of a false alarm. Once the switch has occurred, the new serving E-Node B notifies the anchor that it no longer needs to multicast the data for this UE.

For this scheme as well, the UE can report during the cell change what data it has already received (the mechanism is illustrated in Figure 2).

It should be noted that further precisions on the exact repointing scheme (whether switching indication and request for UL grant is targeted to the old or the new E-Node B) cannot be detailed before RAN1 has concluded on the relevant physical layer procedures.
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Figure 2: Request-based Make-before-Break

Conclusion 1: Use permanent multicasting or make before break scheme depending on QoS of data.

4. Change of Anchor

The E-UTRAN architecture described in [1] allows full connectivity between each E-Node B and each Anchor.  However if the performance of an Anchor to E-Node B connection is not sufficient anymore (due to unsatisfactory delay or bandwidth) a change of Anchor will be necessary. 

In this procedure, as the data path is moved to the new anchor, a new ARQ entity is created there, while the existing ARQ entity remains on the old anchor to keep on routing the in-flight data to the relevant E-Node B.

As a result, a new ARQ entity is spawned on the corresponding E-Node B and in the UE for each Logical Channel and needs to be logically tied to the existing ARQ entity both at the E-Node B level (so both entities can be moved in case of a cell switch) and at the UE level (so the transmitted data can be forwarded to the same application). 
In terms of Header compression and encryption, the new ARQ entity should be treated as an independent traffic source (the mechanism is illustrated in Figure 3).
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Figure 3: Make-before-Break Change of Anchor

In theory, data will not be sent to the two anchors simultaneously however because of delays on the internet or the need for ARQ re-transmissions, it is possible that data from the two ARQ entities overlap over the air. 
Note that this feature is only applicable on the downlink. Since the care-of address of the user does not affect outgoing packets, the UE can just start transmitting using the new RLC entity right away.

Depending on whether the application requires in-sequence delivery or not, the UE could behave differently. The simplest way would be to just deliver SDUs as soon as they are reconstructed regardless of their order and let the application take care of re-sequencing. If this is not possible then the UE would have to store the data received on the new RLC entity until there is no more data arriving on the old one. A timer could ensure that enough time was allowed for out-of-sequence and/or re-transmissions. If data arrives past this deadline it could be discarded rather than be delivered out of order. Note that E-Node B can help the UE in this by scheduling packets from the old RLC entity before.
Conclusion: Support “Make before break” change of anchor.

5. Control Plane Latency
The proposed fast cell switching schemes minimize control plane latency and ensure service continuity in case of inter-site handover. Here, the focus is on the fast cell switching scheme proposed in Section 3.2.2. In particular, Figure 4 shows the control plane signaling in case of inter-site handover. The UE initiates the handover procedure by sending the handover request to the Anchor with the new preferred cell in fast switching set. If the request is granted, the Anchor sends the handover command to the new preferred cell in the target E-Node B and the handover notice to the serving cell in the source E-Node B. At this point the Anchor starts routing the user data to the new serving cell.
The fast cell switching scheme proposed in Section 3.2.2 relies on handover decisions made in the Anchor node which therefore terminates the E-RRC protocol (method #1 in [2, Sec. 6.2.3.2]). This scheme can achieve lower control plane latency compared to a scheme that relies on the termination of E-RRC in the E-Node B (method #2 in [2, Sec. 6.2.3.2]). For instance, Figure 5 shows an example of control plane signaling in case of inter-site handover, when E-RRC is terminated in the E-Node B. Here, the UE sends the handover request to the serving cell in the source E-Node B, indicating the new preferred cell in the target E-Node B. The serving cell in the source E-Node B sends the inter-BS handover request to the preferred cell in the target E-Node B. If the request is granted, the two cells initiate the procedure to transfer the UE-related context (bearers, security, header compression, etc…). The handover procedure also establishes a temporary tunnel between the two cells, thus avoiding user data loss during the transition. After context transfer, the new preferred cell in the target E-Node B sends the inter-BS handover confirm message, with an activation time, to the serving cell in the source E-Node B. This activation time is then used in the handover response message sent from the serving cell in the source E-Node B to the UE. After the binding update message sent from the target E-Node B to the CN, the user data will be routed to the new serving cell in the target E-Node B.
It should also be noted that with that the second scheme cannot avoid an interruption on the user plane during the handover phase i.e. the user plane data transfer has to stop from the time the Source Node B starts the context transfer to the time the target Node B is ready to transmit to the UE (i.e. until the activation time).

[image: image4.emf]Source

E-Node B

Anchor

Target

E-Node B

UE

HO request

HO Command

HO Confirm

HO Notice


Figure 4: Example of signalling flow when a fast cell selection scheme (Method A) is used.

[image: image5.emf]Source

E-Node B

CN

Target

E-Node B

UE

HO request

Inter-BS HO Response

Inter-BS HO Request

Context transfer

HO Response

Binding Update

Inter-BS HO Conf


Figure 5: Example of signalling flow when inter-site mobility relies on IP mobility mechanisms.

6. Conclusions

· Fast Cell Selection

· Conclusion: Allow for a fast switching set concept controlled by the anchor.
· Conclusion: Allow for a Layer 1 or Layer 2 mechanism for fast switching.
· HARQ Buffer Management
· Conclusion 1: No transfer of HARQ state information

· ARQ Buffer Management
· Conclusion 1: Use permanent multicasting or make before break scheme depending on QoS of data.
· Change of Anchor
· Conclusion: Support “Make before break” change of anchor.
· E-RRC termination in E-UTRAN
· Conclusion: E-RRC terminated at the Anchor node in order to support fast cell switching.
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