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1. Introduction

This document discusses Radio Resource Management (RRM) and RRM related OAM for the evolved UTRAN. 

It assumes that no MDC support is needed, due to the very limited potential gain MDC could provide for E-UTRA. The document will argue in favour of the location of RRC and RRM functions in ENB. This means that the document is supporting Architecture Option C in the Control Plane and Option A in the User Plane. 
It will be shown that the removal of MDC and the shifting of other Radio Bearer related user plane functions (e.g. RLC) from a central node towards ENB allows for a dramatic reduction in complexity of RRM and for the possibility to optimise the functions of RRM, with respect to latency, signalling procedure complexity, improved adaptation to radio conditions and OAM effort.
2. Discussion

Definition and Description of RRM tasks

Seen from a high level the RRM tasks in a cellular radio access system have very much in common irrespective of the specific RAT (Radio Access Technology). Therefore, the principle tasks for an E-UTRA RRM should not differ too much from the tasks of a UMTS Rel-6 RRM [1] and the classification of the tasks along [1] seems also to be applicable.
Radio Bearer Control (RBC)
To use the services the protocols in the different layers (physical layer, MAC, RLC, …) of the air interface have to be configured in the different peer protocol entities in the UE and the RAN. This also comprises the configuration of control channels used to control the different bearers.

Radio Admission Control (RAC)

For services with specific QoS requirements it might be necessary to ensure the availability of certain resources, which makes it necessary to decide for a requested radio service, if the needed resources are available and that the admission would not endanger the availability of resources for already admitted services. 

Connection Mobility Control (CMC): 

In Idle mode algorithms for cell (re-)selections in the UE are controlled by setting of parameters for cell reselection and configuration of measurements. It is possible to restrict the access to a cell for load reasons.

In Active mode (RRC connection mobility) the ‘mobility’ of radio connections between UEs and the different cells of E-UTRA have to be supported. The decision to move a connection from one cell to another is based on the radio conditions obtained by UE radio measurements, possibly based also on other conditions (e.g. load, traffic distribution) and on strategies defined by the operator. It is the task of CMC to configure the required UEs measurements appropriately.
Dynamic Resource Allocation (scheduling) (DRA)
For the actual transmission physical resources (i.e. transmit power, frequency, time, space, …) have to be allocated. The shift from the circuit switched paradigm to the packet switched approach makes it necessary that the resources have to be allocated and deallocated in real time in accordance to the availability of data for the individual connections, the quality of the radio channel, and the decision of a scheduler to transmit the data of selected connections.
Radio Configuration (RC)
On a global scale radio resources have to be configured on a network wide basis. For example, the information needed for Idle mode mobility algorithms, parameters used for admission control, resource pools available in the different cells for dynamic resource allocation are such resources. With respect to UMTS R99 – Rel-6 comprise such resources and parameters which are provide by an OMC-R to the RNCs and which are then further distributed by the RNC to the Node Bs (e.g. Cell Setup Parameters, or System Information, …). Also RET (Remote Electronic Antenna Tilting) would belong to this area of RRM tasks. This global Radio Configuration allows to setup the network in a consistent manner, it allows the operator to provide the global strategies or policies to be applied by the other more real time RRM algorithms, to control the capacity and coverage of cells and to adapt the network to changing traffic demands (granularity e.g. on a day time basis).
RRM tasks for E-UTRAN and Proposed Allocation
Radio Bearer Control (RBC)  in E-UTRAN
In E-UTRAN all UEs will use a shared radio channel on which all logical radio channels of a cell are mapped. Therefore it is expected that as for HSDPA/HSUPA important configuration parameters as e.g. control channel allocation to UEs are provided by the MAC in ENB. In the envisaged architecture (only 2 UP nodes in an Access System are foreseen) all user plane radio layer protocol entities will be located in ENB. This means that the natural place to decide the actual radio bearer configuration for a UE is the ENB and to signal this configuration directly from ENB to UE. Figure 1 shows that this would allow to considerably reduce the complexity of the related signalling procedures compared to legacy UMTS and to allow for re-/configurations with very low latency. 
Note: In Rel-6 UMTS RBC is located in SRNC and partly in Node B. RBC for MAC-e and MAC-hs in ENB provides the configuration parameters to the UE by providing it to CRNC which provides it to SRNC and SRNC finally to UE. Since in legacy UMTS more than one Node B has to be involved to provide for the different radio links in soft handover and since the Radio Bearers are terminated in SRNC hosting central user plane functions, RBC had to be placed also in SRNC. 

Note that to allow for synchronized configuration and reconfiguration radio interface timing information like the CFN must be used. This information is available in the legacy SRNC due to the synchronisation procedures of the frame protocol. In the envisaged ‘2 node in the user plane architecture’ for LTE this information is only available in ENB and UE, which mandates to shift the RBC and the RRC towards ENB.

[image: image1]
Figure 1: Radio bearer control at ENB allows for termination of RRC in ENB
Radio Admission Control (RAC)  in E-UTRAN
Radio admission control checks the availability of radio resources and of radio processing resources. The place where information about these resources is available is the ENB. Therefore the natural place for the RAC is in the ENB. As further input for the Radio Admission Control the radio bearer configuration might be needed as in UMTS Rel-6. But since the RBC is in ENB this is no problem. 
Note: In Rel-6 the involvement of possibly several Node Bs in the provision of several Radio Links for Macro Diversity makes it beneficial to foresee a kind of probabilistic RAC in the CRNC, which makes the admission control based on measurements and using a model for the processing capabilities (consumption laws). In drift cases this means that RAC and RBC are in two different locations. This implies also that the Radio Link Setup and Radio Link Addition or Radio Link Reconfiguration over Iur are trial and error based. 
Connection Mobility Control (CMC) in E-UTRAN

Already the ongoing discussion on enhance re-pointing schemes for HSDPA showed that the UMTS Rel-6 cannot provide the required handover latency to allow to maintain the required QoS for HSDPA carried traffic like streaming or VoIP. A major point for this is the inherent latency introduced by the signalling of measurements from UE to Node B to CRNC and SRNC.
The required low latency between detection of radio condition changes, the decision to make a handover, and the actual execution of the handover suggest that the radio measurements on which the decision is based are evaluated in ENB. This nicely fits with the requirement to terminate RRC for RBC in ENB. 
For load based handover the latency requirements are likely to be not such critical as for radio based handovers. Therefore the provision of this feature shouldn’t provide any problems with an allocation of this CMC to ENB. Either in case of overload simply handovers to different neighbour cells can be tried or in an optimised schemes load information could be communicated between neighbouring ENBs.
Note: In UMTS it was necessary due to MDC support to place the RBC in a central node. This node provided the bearer configuration to the UE by RRC. Therefore it was a natural place to convey the measurements using the same protocol. However this introduced considerable delays.
Dynamic Resource Allocation(DRA) (scheduling) in E-UTRAN

The discussion during the introduction of HSDPA and HSUPA showed that radio performance can be considerably improved if the allocation of resources for the actual transmission is performed in Node B. 

This will not change in E-UTRA.

Radio Configuration(RC)  in E-UTRAN
For the operator it is paramount to be able to monitor and to control the radio network such that it provides the most satisfactory service in the most efficient way to the users. The way to configure and to tune the network is provided by the OAM systems (OMC-R). The OAM systems have interfaces to the RAN nodes for the provision of configuration parameters and to retrieve performance indicators from the RAN.
In UMTS Rel-6 the support of MDC required a central RAN node, the RNC. Many of the configuration parameters provided by the OAM system to the RAN have relevance for both, the RNC and the Node B. Examples are e.g. Maximum Transmission Powers or information about neighbouring relations as used in System Information Broadcasting and in RRM algorithms especially for CMC. This means this information has to be duplicated. In order to allow for consistency the concept of logical OAM has been introduced in which the CRNC forwards the configuration parameters received to OAM to the Node Bs.

Since in E-UTRAN there is no need for a central RAN node the provisioning of configuration parameters can be very much simplified in E-UTRAN. Note also that a consistent update of configuration data in an area is no problem since state of the art management systems allow for mechanism like two phase commit procedures.

This is depicted in figure 2.
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Figure 2: Comparison OAM structure in UTMS R99 – Rel-6 and envisaged reduction of complexity and excessive duplication of data.
Comparison Centralised RRM Handling and Decentralised RRM Handling
The table 1 below compares the so called centralised RRM handling, where the RRM functions are distributed between a central node and the ENB and the RRC is terminated in a central node, with the so called decentralised RRM handling where the RRM functions are mainly centralised in the ENB and RRC is terminated also at the ENB.
In the table favourable aspects are indicated by a ‘+’ and negative aspects by a ‘-‘
	
	Centralised Handling
	Decentralised Handling

	Radio Bearer Control (RBC)
	Location: Distributed partly in central Node and partly in ENB
- complex signalling required between ENB, Central Node and UE because of the distributed nature.
-- synchronisation of RB (re-) configuration in UE and UTRAN is hard to achieve if central Node does not host also user plane functions with timing info (-> not compatible with a two node user plane architecture)
- high latency 

? for MDC optimal if central control plane node also hosts the user plane functions. MDC support anyhow not recommended.
	L: In ENB


+ Only signalling towards the UE



+ synchronisation of RB (re-) configuration in UE and UTRAN is easy using user plane timing info (like CFN in UMTS)

+ very fast

? for MDC suboptimal, but MDC support anyhow not recommended

	Radio Admission Control (RAC)
	L: In central Node.

- Requires signalling of radio resource consumption e.g. measurements, traffic load and processing load information. 
	L: In ENB

+ RAC at location where the resources are allocated. No signalling needed.

	Connection Mobility Control (CMC)
	L: In central Node

- Handover latency suboptimal

- traffic load information based handover algorithms need signalling of load information  between ENB and central node (e.g. RT load NRT load with the known issues). Additionally Radio Resource Consumption for RAC needed.
- simple overload based handovers still would require the radio resource consumption signalling.

? for MDC support centralised location better suited, but MDC support anyhow not recommended.
	L: In ENB

+ HO latency optimal

- traffic load information based handover algorithms needs signalling of load information  between neighbouring ENBs.




+ allows for simple overload based handovers without load information signalling or radio resource consumption signalling.


	Dynamic Resource Allocation (scheduling) (DRA)
	L: In ENB


	L: In ENB

	Radio Configuration (RC)
	L: OMC-R based 

- replication of data base in central node and ENB

- distribution function in central RAN node needed
- two different OAM interfaces needed (logical and physical)
FFS: interworking between OAM systems of different vendors 


	L: OMC-R based
+ no replication


+ no RAN distribution function needed

+ only one OAM interface for ENB
FFS: interworking between OAM systems of different vendors 


Table 1: Comparison Centralised RRM Handling and Decentralised RRM Handling
The table indicates that in most aspects the decentralised RRM handling show considerable advantages against the centralised RRM handling. The table suggests that only architectures supporting Macro Diversity may require to apply the suboptimal centralised RRM handling.
3. Conclusion and Proposal

The complex of Radio Resource Management (RRM) has been further subdivided in functions or tasks. 
It has been shown that for all RRM functions no need
 for a separate control plane node in case of a two Node user plane architecture could be identified. 
In contrary the contribution shows, that considerable reduction of RRM complexity and enhanced RRM performance can be achieved, by not using a central control plane node.  This is mainly due to the possibility to avoid complex signalling procedures. Only the support of MDC in legacy UMTS has required to terminate the Radio Bearer in a central user plane node above Node B, which implied the need to terminate RRC also in a central node above Node B, despite the obvious disadvantages in terms of complexity and latency of this approach. 
The majority of companies [2] do not see that the potential small gains of MDC do justify its inherent complexity. It would not to be reasonable to remove MDC, but to keep some legacy like ARQ in upper node (user plane option B), which in fact would extend the Radio Bearer to a central Node. This extension of the Radio Bearer to a central Node has an inherent complexity for RRM (especially RBC) as shown in this document. Therefore Alcatel is supporting Option A in the User Plane  and the Architecture Option C in the Control Plane. 
Proposals:

It is proposed that the group agrees on Option A in the User Plane and the Architecture Option C in the Control Plane. 
It is proposed to agree on the classification of RRM functions/ tasks and to include the respective text in the TR R3.018 ‘RRM functions’.
It is proposed to discuss and to agree on the allocation of the RRC functions to ENB.

It is proposed to include the respective description and reasoning for the allocations in the TR R3.018 in a section ‘Decentralised RRM with RRC termination in ENB’.

It is proposed to include the comparison table 1 in a suitable section of the TR R3.018 under the heading ‘RRM architecture comparison’.
4. References

[1] 3GPP TR 25.922 V6.0.1; Radio resource management strategies
[2] MCC; revised draft report of 3GPP TSG RAN WG3 meeting #48bis ; tdoc R3-051161;

Common timing reference due to radio interface timing used by RBC allows for synchronised (re-) configuration.
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� Radio configuration management (RC) needs some centralised function. However this function is provided by OMC-R i.e. not by a central RAN node.
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