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1
Introduction

In RAN2#48 in London, two major E-UTRAN architecture models were identified. This document compares these two architectures which are architecture 1 and architecture 2 with architecture 3 in terms of L2 functions distribution and time for RRC procedure..
2
Discussion
In RAN2#48, architecture 1 and architecture 2 were identified. Table 1 shows the difference of main L2 functions distribution between architectures, but header compression and ciphering in architecture 2 are omitted as where to place then in RAN or CN are still under consideration in SA2.
In addition to these two architectures a third architecture, Architecure 3, is proposed in Figure 1.
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Figure 1: Illustrates architectural overview of Architecture 3
Table 1: Difference of L2 functions distribution between Arch1, Arch2 and Arch 3
	Node
	Architecture 1
	Architecture 2
	Architecture 3

	Central CN node
	None
	None
	Header Compression

User plane ciphering
Outer ARQ(tbc)

	Central RAN node
	Header compression

Outer ARQ

Ciphering
	None
	None

	E-NodeB
	HARQ

Flow control

Scheduling / priority handling

Segmentation/reassembly and concatenation
	Header Compression

Outer ARQ (Arch2bis has no outer ARQ)

Segmentation/reassembly and concatenation

Ciphering

HARQ

Flow control

Scheduling / priority handling

Lossless relocation
	Outer ARQ(tbc)
AS Control Signalling Ciphering (tbc)
Segmentation/reassembly and concatenation

HARQ

Flow control

Scheduling / priority handling

Lossless relocation


2.1
L2 functions distribution
The main focus is outer ARQ. Architecture 1 needs outer ARQ in central node while rchitecture 2 places outer ARQ in NodeB. Outer ARQ in architecture 1 can compensate for HARQ residual error, PDU loss in the inter NodeB cell changes and loss over Iub. However, PDU loss in the inter NodeB cell changes can be also handled by lossless relocation scheme and PDU loss over Iub is not an issue when the NodeB terminates radio bearers in architecture 2. The efficiency of HARQ only scheme, that is architecture 2bis, and double ARQ scheme need to be evaluated and compared.
The other main issues are U-plane latency and complexity. Architecture 1 incurs additional delay compared to architecture 2 for transport frame processing over Iub (e.g. Ethernet frame processing). When the traffic load is low, delay difference architecture 1, 2 and 3 are probably small. However, when the traffic load is high, delay over Iub could be significant. Therefore, E2E delay and outer ARQ delay could increase.
It still to be confirmed where Outer ARQ is located in architecture 3, as if it is located in the NodeB then the architecture ensures lower U-plane latency, whereas if located in the CN then a simpler definition of a lossless relocation scheme is possible.
In terms of optimisation of Iub flow control and outer ARQ parameters, e.g. prohibit timer, architecture 1 is more difficult and complex because Iub flow control is required and optimised values of outer ARQ parameters are different due to traffic load over Iub.
From the viewpoint of L2 functions, architecture 2 and 3 are preferable.

Table 2: Comparison of two architectures in L2 functions

	
	Architecture 1
	Architecture 2
	Architecture 3

	HARQ error residual
	Rescue by outer ARQ
	Rescue by outer ARQ
	Rescue by outer ARQ

	PDU loss in inter-NodeB cell change
	Rescue by outer ARQ
	Rescue by Lossless relocation scheme
	Rescue by Lossless relocation scheme or outer ARQ

	PDU loss over Iub
	Rescue by outer ARQ
	Not applicable
	Not applicable

	PDU loss over Iu+ 
	Not needed
	tbc
	tbc

	Latency
	Higher in high traffic load over Iub
	Lower
	Lower

	Complexity / difficulty
	Optimised parameters vary due to traffic load over Iub
	Parameter optimisation is easier
	Parameter optimisation is easier


2.2
Time for RRC procedure
Main focus is time for RRC procedure. It is not clarified where termination node of RRC is in the architectures. Therefore, it is assumed that architecture 1 terminates RRC in RNC and architecture 2 and 3 terminates RRC in E-NodeB. The call setup procedure from IDLE is evaluated and compared between the three architrecutres. Table 3 shows the evaluation assumptions. Figure 2, 3 and 4 show the call setup procedure in each architecture and Table 4 shows the call setup delays and the delay difference between each of the architectures.
Table 3: Evaluation assumptions of time for call setup procedure
	Transmission time
	Iu: 4ms from CN to RNC in architecture 1,      4ms from CN to E-NodeB in architecture 2
Iub: 4ms from RNC to NodeB in architecture 1   Note: Iub transmission time is max.5ms in [3]
Uu: 0.5ms (Assuming RRC messages can be transmitted in 1 TTI) in both architectures

	Processing time
	3G : E3G = 20 : 1
· It assumed that E3G processing time is 1/20 of 3G because E3G TTI is 1/20 (=0.5ms/10ms) of 3G TTI.

· 3G processing time in UE is reffered to TS 25.331 subclause 13.5.2 RRC procedure performance values.

· NBAP RANAP processing time in NodeB and RNC is assumed to be the same as RRC processing time in UE because there is no reference processing time of NBAP and RANAP.
· NodeB internal processing time for RRC messages is assumed to be 0.5ms in arch1.

· Iub TNL configuration time is not included. (0ms)
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Figure 2: Call setup procedure in architecture 1
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Figure 3: Call setup procedure in architecture 2

[image: image4]
Figure 4: Call setup procedure in architecture 3
From the comparison in table 4, architecture 3 can significantly shorten the call setup delay compared with architecture 1 and 2 because architecture 1 requires both NBAP processing time in NodeB / RNC and NodeB internal processing time for RRC message, and architecture 1 and 2 still rely on the security mode procedures and the Iu connection procedures.   Architecture 3 shortens the setup delay by the AP allowing the UE to transmit the first uplink packet(s) to the CN, which can verify the UE based on whether the Uplink packet correctly decrypts.
Table 4: Comparison of call setup delays in each architecture

	
	Architecture 1
	Architecture 2
	Architecture 3

	Delay
	228 ms
	136 ms
	45.5 ms

	Delay Increase 
	300%
	200%
	-



3 Proposal
. In this contribution we based the calculation on current procedure, however, to meet the requirements for LTE, optimizations of call setup sequences should be studied further. 
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