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1. Introduction

The Enhanced Uplink concept will introduce considerably higher peak data rates compared to Release 99 uplink channels. This will result in an increased probability of Iub/Iur overload. Without any means to detect and reduce the load, there is a risk that uncontrolled frame losses and/or increased delays could occur.

At the last RAN3 meeting, the problem of Iub/Iur congestion for E-DCH was highlighted in contribution [1]. Two Iub/Iur congestion mechanisms were identified: One for transport network realizations with a high degree of buffering, and another mechanism for detection of congestion in networks which are subject to packet losses at times of overload.

In this contribution, we develop the argumentation further, a propose RAN3 to agree on including a short frame sequence number in the Iub/Iur user-plane header for detection of Iub/Iur congestion through packet losses.

A second purpose of this contribution is to initiate a discussion on potential means to control E-DCH Iub/Iur congestion. Two different solutions are outlined.

2. Discussion 

Two fundamental principles of network resource provision exist:

1. Strict resource reservation,

2. Best effort with methods for congestion control.

Various combinations of the two principles are often implemented, including prioritisation etc.

In the first approach, overload is avoided through admission blocking, while the second approach trusts methods to alleviate the congestion at times when it is detected. TCP/IP is a typical example of a protocol supporting the latter approach, where TCP reacts by reducing its load at times when congestion is identified in the end-to-end path [2]. TCP assumes a packet loss is an indication of an overload, which is typically the case in IP networks.

The UTRAN transport can be realized either with ATM or IP. Strict resource reservation of transport resources for E-DCH channels could turn out to be very expensive, due to the high peak data rates of the connections. Statistical multiplexing of bursty packet-data sources can result in large savings in the transport network deployment.

With such a “best-effort” resource reservation, however, there is always a risk of transport network overload.  This could have severe effects on the end-user performance, unless any methods to alleviate the congestion are available. This is because losses in the TNL will result in RLC re-transmission requests, potentially resulting in a continuous overload of the transport network: The RLC re-transmission rate would rise, the throughput would plunge, but the transport network congestion would prevail. RLC “shields” the TNL losses from the end-to-end protocols, meaning that e.g. TCP will not observe the congestion related losses in the UTRAN transport network
.  

Iub/Iur Congestion detection 

In contribution [1], two methods for Iub/Iur congestion detection for E-DCH where proposed, the suggestion consisting of two fields in the Iub/Iur user-plane frame protocol header:

1. A NodeB reference time for TNL delay build-up analysis,

2. A short frame-sequence number for frame loss detection.

The first solution is useful for congestion detection in TNL realizations deploying large buffers, where congestion results in delay build-up.  The second solution is useful in networks where congestion result in frame losses.

At the last RAN2/3 meeting, it was agreed to include a CFN + sub-frame number in the Iub/Iur user-plane protocol header. While its primary purpose is intended for re-ordering supervision, this time-stamp should be sufficient also for delay build-up analysis. Thus, we do not see any reason to pursue the NodeB reference-time field any further.

However, the CFN + sub-frame field is not sufficient for detection of Iub/Iur packet losses. This is because the RNC cannot distinguish whether a break in the CFN+ subframe numbering was due to Iub/Iur losses, discontinuous traffic, or due to repeated HARQ transmissions. Since IP network overload typically result in losses, the congestion could pass undetected.  A Frame Sequence Number (FSN) from the NodeB would alleviate this problem.

Since re-ordering of frames in the TNL is believed to be rare (and not very deep), a very short sequence number space should suffice. We propose to include a frame sequence number of four (4) bits in the Iub/Iur user-plane. Thus, the additional overhead caused by this FSN is very limited.

Iub/Iur Congestion control

After detecting congestion, the RNC needs means to reduce the overload.  For that purpose, we foresee two potential solution approaches. As a consequence to congestion detection, the RNC could

1. Send an Iub/Iur user-plane control-frame (e.g. a “Iub/Iur capacity limitation frame”, or similar), indicating that a particular connection has experienced congestion, or

2. Escalate the congestion detection to Layer3, and control the congestion using RRC or NBAP/RNSAP procedures.

The first approach would require specification of a new control frame for congestion notification to the NodeB. It would also require rules on how the NodeB should react in response to the congestion notification. For example, a capacity limitation frame could imply restrictions on the grants the NodeB is allowed to assign a certain E-DCH user. The strength of this solution approach is its simplicity at the receiving end, as the congestion detection and control would be handled in the user-plane alone. However, solution 1 has certain drawbacks: A per-connection congestion notification may result in biased resource sharing between users. In addition, it could result in many connections receiving such control frames simultaneously as it is likely that many connections are experiencing simultaneous congestion. A third problem with solution 1 is the fact that Iub/Iur congestion is detected in the SRNC. Any restrictions issued by the SRNC would not comply with the principles in [3] where it is stated that the CRNC is the owner of the resources.

In the second solution, the SRNC/CRNC could relieve the Iub/Iur congestion using Layer 3 signaling. Potentially, methods common to Uu resource control could be used. The strength of this solution is the fact that the RNC could judge on the severity of the congestion, depending on how many sources are experiencing simultaneous congestion. The actual control would remain in the CRNC.  In the second solution, the load reduction could be inferred on a cell-level, potentially resulting in a better fairness compared to the first solution. However, in comparison to a user-plane solution, a control-plane approach to congestion control could turn out to be more complex both to standardize and to implement.

We encourage RAN3 to discuss this subject of Iub/Iur congestion control in order to find adequate solutions.

4. Proposal

We propose that:

RAN3 agrees to include a Frame Sequence Number (FSN) of 4 bits in the EDCH user-plane frame header. 

We encourage RAN3 to discuss potential means to control E-DCH Iub/Iur congestion.
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� Unless the throughput is so severely affected that TCP initiates its own re-transmission mechanisms. 
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