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1 Introduction

At last RAN3 meeting, Nortel Networks presented a contribution [1] discussing the different solutions for informing the Node B on the Uplink QoS to be applied in the TNL in case of IP Transport Option.

It was recognised by the RAN WG3 group that there is a problem in R5 which must be solved. Indeed, according to TS25.432 [5], RNC Diffserv Marking “shall be supported” on the Iub. This does not preclude the use of other QoS mechanisms such as RSVP, but Diffserv is clearly a mechanism that must be supported.

This paper studies the several topics that have been discussed at last RAN WG3 meetings i.e. 

· Possibility to use on the fly DSCP from DL packets.

· TNL QoS notification alternatives via signalling (Diffserv DSCP, generic TNL QoS) and how to configure the mapping if any.

· How to ensure the capability to have same QoS in UL and DL.

· How not to preclude other QoS mechanisms such as RSVP.

· Iur issue.

· Is Iu concerned?

2 Discussion

2.1 Possibility to use on the fly DSCP from DL packets

This was proposed at RAN WG3#33 meeting in Sophia Antipolis.

This alternative consists in extracting the DSCP codepoint from the DL packets received at the Node B and reuse it for UL packets. But this mechanism has following drawbacks:

1- Before an UL packet can be sent by the Node B, it must  have received a downlink packet to know the DSCP. This cannot be guaranteed. 

2- It is  nasty to implement a mechanism to catch the DSCP code from the "first" packet of the user  plane in the receiver and pass it to QoS control entity.

3- In order to  restart the fetch-mechanism if the same address/port is reused later for a new  flow, it needs to signal internally some end-criteria for using this port and start  hunting again for the first.

4- If the DSCP changes on the fly because one or several packets were downgraded by an  intermediate router, the Node B will decide an incorrect UL DSCP. How to know which DSCP is the "regular"  DSCP?

So, it is not proposed to use such an alternative.

2.2 TNL QoS notification alternatives via signalling

Specific signalling protocol could have been introduced to convey such QoS information, but this is too heavy. What has been agreed in the past at Iu and Iub interfaces, is to use RNL messages to carry piggy-backed TNL information; this solution satisfies RNL/TNL independency since TNL information is not interpreted by RNL in the receiving node. It has been adopted for Iu-ps and Iur Transport Layer Address for example.

TNL QoS information must be used at least for mandatory QoS mechanism, which is Diffserv marking in the UTRAN.

TNL QoS information could be Diffserv codepoint or a Generic TNL QoS parameter. 

Using DSCP (Diffserv Codepoint) as the TNL QoS has the advantage to avoid a mapping table at Node B side. Note that, according to RFC 2474, the mapping of codepoints to PHBs MUST be configurable, so a mapping table already exists. Moreover, DSCP codepoint could only be used for Diffserv mechanism.

DSCP has two drawbacks:

1- It does not allow other QoS mechanisms than Diffserv,

2- It does not allow to cross several DS Domains, i.e. DS domains that are not administered in a coordinated fashion (e.g. IP networks belonging to different operators) and where the DS domains may support different PHB groups internally and different codepoint->PHB mappings. Indeed, interworking between IP networks is ensured by SLAs (Service Level Agreements) between operators, whereby the DSCP values of an IP network (1) are mapped to DSCP values of the other IP network (2). Moreover, this mapping may not be bijective because several DSCP values may be mapped to one single PHB.

An example is shown in the following figure. 
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Figure 1: Example of PHB/DSCP mapping

The configuration may be performed via O&M at Node-B. Most of the time there is one single IP Network (one DS domain) and this configuration is the same for all Nodes B. The configuration will be different for Nodes B that are connected to a different DS domain.

What is proposed with Generic TNL QoS corresponds to define a kind of generic PHB list between RNC and Node B.

This would add a minimum complexity on O&M since mapping tables between DSCPs and PHBs already exist.

Extracts of RFC 2474:

Per-hop Behavior (PHB): a description of the externally observable forwarding treatment applied at a differentiated services-compliant node to a behavior aggregate.  The description of a PHB SHOULD be sufficiently detailed to allow the construction of predictable services, as documented in [ARCH].

Codepoint: a specific value of the DSCP portion of the DS field. Recommended codepoints SHOULD map to specific, standardized PHBs. Multiple codepoints MAY map to the same PHB.

Differentiated Services Domain: a contiguous portion of the Internet over which a consistent set of differentiated services policies are administered in a coordinated fashion.  A differentiated services domain can represent different administrative domains or autonomous systems, different trust regions, different network technologies (e.g., cell/frame), hosts and routers, etc.  Also DS domain.

…/

The DS field structure is presented below:

        0   1   2   3   4   5   6   7

      +---+---+---+---+---+---+---+---+

      |         DSCP          |  CU   |

      +---+---+---+---+---+---+---+---+

        DSCP: differentiated services codepoint

        CU:   currently unused

…/

With some exceptions noted below, the mapping of codepoints to PHBs MUST be configurable.  A DS-compliant node MUST support the logical equivalent of a configurable mapping table from codepoints to PHBs.

…/

A "default" PHB MUST be available in a DS-compliant node.  This is the common, best-effort forwarding behavior available in existing routers as standardized in [RFC1812].  …/

The RECOMMENDED codepoint for the Default PHB is the bit pattern '000000'; the value '000000' MUST map to a PHB that meets these specifications.  

…/

   Pool        Codepoint space          Assignment Policy

   ----        ---------------          -----------------

    1            xxxxx0                 Standards Action

    2            xxxx11                 EXP/LU

    3            xxxx01                 EXP/LU (*)

Extracts of RFC 2475:

Service Level Agreement (SLA): a service contract between a customer and a service provider that specifies the forwarding service a customer should receive.  A customer may be a user organization (source domain) or another DS domain (upstream domain).  A SLA may include traffic conditioning rules which constitute a TCA in whole or in part.

…/

The DS domains in a DS region may support different PHB groups internally and different codepoint->PHB mappings.  However, to permit services which span across the domains, the peering DS domains must each establish a peering SLA which defines (either explicitly or implicitly) a TCA which specifies how transit traffic from one DS domain to another is conditioned at the boundary between the two DS domains.

…/

A codepoint->PHB mapping table may contain both 1->1 and N->1 mappings.  All codepoints must be mapped to some PHB; in the absence of some local policy, codepoints which are not mapped to a standardized PHB in accordance with that PHB's specification should be mapped to the Default PHB.

…/

2.3 Symmetric UL/DL QoS

In TS 25.413, RAB QoS elements (Traffic Class, Transfer Delay, Traffic Handling Priority, SDU Error Ratio, Residual Bit Error Ratio) are defined with one value for both directions UL and DL. Therefore, the proposed mechanism must give the possibility to force the same TNL QoS for UL and DL.

Generic TNL QoS over Iub is set by the RNC for both DL and UL, and therefore satisfies that requirement. 

2.4 How not to preclude other QoS mechanisms such as RSVP

It is proposed to have Generic TNL QoS parameter as optional parameter: mandatory when Diffserv marking is used (Diffserv Marking must be supported does not mean that it must be used: it must be supported for inter-vendor interoperability), and optional when other mechanisms are used.

When RSVP is used in an end-to-end manner (RNC to/from NodeB), this parameter may not be needed. When RSVP is used only over a segment (for example between RNC and NodeB edge-router), then Generic TNL QoS parameter may be needed. 

In a similar way as introduction of RSVP in RNC and/or in Node B is implementation dependent, this is also left to the implementation to guarantee that TNL QoS is used or not for these non-mandatory QoS mechanisms: either RNC would know via specific O&M whether RSVP is used in an end-to-end manner or not, or Generic TNL QoS parameter is always used and it is up to the sender and the O&M to guarantee the compatibility between Generic TNL QoS parameter and  RSVP signalled QoS. 

Therefore, other mechanisms than Diffserv are not precluded, and Generic TNL QoS may even be useful in several configurations.

2.5 Iur issue

The issue over Iur is a little bit different than over the Iub. With the RNL information given over the Iur, it is possible for the DRNC to deduce a TNL QoS for the UL; whereas, over the Iub, it is not possible for the Node B to deduce TNL QoS since it has no RNL information. The issue over the Iur is related to the possibility to force the same TNL QoS in both directions.

Traffic Handling Priority has been introduced over Iur in the past for packet handling priority handling at DRNC. But this does not give the guarantee that the UL TNL QoS over the Iur and selected by the DRNC is the same as the DL TNL QoS selected by the SRNC because implementations may be different in SRNC and DRNC.

Generic TNL QoS signalled over the Iur allows to ensure that the UL and DL QoS can be the same because, in the same way as for Iub case, the SRNC is the entity that will set TNL QoS for UL and DL. This ensures that the UL and DL TNL QoS can be forced equal.

2.6 Is Iu concerned ?

The issue over the Iu seems identical to the issue over the Iur, i.e. RNC and SGSN/MSC are able to calculate a TNL QoS with the RAB parameters, but the UL and DL TNL QoS may be different depending on the implementation of the nodes.

3 Conclusion and proposal

A- It is proposed to introduce a Generic TNL QoS parameter over Iub in R5 because there is today no way for the Node B to compute a TNL QoS for the UL direction, which makes R5 not working properly with IP Transport option since QoS differentiation cannot be performed in the UL direction.

B- It is proposed to introduce Iur and Iu TNL QoS only in R6 as it is already possible to determine a TNL QoS from the peer entity and ensure QoS differentiation. 
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