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1 Purpose
The purpose of this paper is to show that  "below IP" MPLS technique can perform as efficiently as other "above IP" solutions such as CIP over narrow-band links. 

2 Introduction
Different protocol stacks have been proposed for the IP based transport on Iub/Iur. The two main criteria to compare these solutions are the bandwidth efficiency and the timing constraints that need to be optimized in particular for narrow band links such as the last mile link. 

These solutions can be partitioned in two types depending on whether the narrowband link adaptation is performed above IP (such as CIP technique) or below IP (such as MPLS technique) in the protocol stack. 

Performance is here compared between CIP and MPLS according to both bandwidth efficiency and timing constraints.

3 Performance Criteria
It is admitted that the packet size to be transported over Iub/Iur can vary quite a lot depending on the nature of traffic. For AMR speech codec, user data at 12.2 kbs over a TTI of 20 ms corresponds to a payload of 31 bytes (and an overall  payload of about 40 bytes if we count for some control fields).

Conversely, a 384 kbs data user over a TTI of 80 ms corresponds to a payload size of  3840 bytes.

In terms of IP routing, the maximum IP payload will actually be limited to the maximum transmission unit (MTU).

Therefore, to optimize the IP payload length over  the narrowband link, two requirements simultaneously apply :

· Timing constraints : the payload should be short to prevent the transmission of a  large data packet from blocking transmission of short real-time packets. This can lead to a requirement for segmenting larger packets into smaller packets.

· Bandwidth efficiency : in order to amortize the IP/UDP header overhead, the IP payload should be as large as possible. This can lead a requirement for aggregating several flows into one packet.

These are the main simultaneous performance criteria to evaluate the performance on narrow-band links.

4 Above IP Solution
The two performance requirements lead to contradictory statements on the packet size. In the CIP solution,  a trade-off is chosen in the form of  a meeting middle point  : to have a middle-sized payload (i.e. typically 300 bytes as defined in ref [1]). Therefore, several user flows can be multiplexed over IP.

Each user flow has an associated multiplexing header of 4 bytes as shown in Figure 1:
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Figure 1: CIP user flow multiplexing header format

The multiplexed user packets are carried inside an IP tunnel packet for transport through the network, as shown in Figure 2:
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Figure 2 : IP Tunnel Packet Format

The IP/UDP header of the tunnel packet can also be compressed on the point-to-point link of the last mile. This makes three additional bytes assuming that the UDP checksum is disabled and that a context identifier of two bytes is used.

If PPP over HDLC is used as the Layer 2 protocol to carry the compressed IP tunnel packet over the last mile link, this requires 4 additional bytes of overhead – 1 byte HDLC flag + 1 byte PPP payload type + 2 bytes CRC.

Thus, the total overhead for each user packet is :  4 + (7/n), where ‘n’ is the number of user flows in an IP tunnel packet. 

5 Below IP Solution – MPLS Based
In the MPLS solution, the routing is not based on an IP header but on a label. As soon as the packet enters the MPLS domain, the packet is labelled at the ingress node by a 4-byte long header which is shown below :

    0                   1                   2                   3

    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ Label

   |                Label                  | Exp |S|       TTL     | Stack

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ Entry

                       Label:  Label Value, 20 bits

                       Exp:    Experimental Use, 3 bits

                       S:      Bottom of Stack, 1 bit

                       TTL:    Time to Live, 8 bits

The routing in the MPLS domain is then merely performed on this header through an LSP (Labelled Switch Path). 

5.1 Bandwidth efficiency

One key strength of MPLS is to adapt to many layer 2 technologies. In order to evaluate the bandwidth efficiency, the example of PPP over HDLC used at layer 2 is taken here. 

As presented in the MPLS description (see document R3-010180), two types of UDP/IP compression techniques are currently under definition for MPLS presenting different network engineering optimisations: the “simple IP header compression” [6] which allows multi-hop compression on the LSP or the “MPLS+IP header compression” [5] which is a single hop compression technique. Because of the small size of the MPLS label, there is no need to multiplex multiple user flows inside an MPLS frame since the multiplexing itself would require additional multiplexing headers and associated overheads.

5.2 Simple IP Header compression efficiency

In the “simple IP header compression” defined in [6], only the headers of the user flow are compressed. The MPLS label is kept to route the compressed frame over the LSP and a one byte SCID in also included in the compressed packet to identify the compression context on the path. A template of the full IP/UDP header is transmitted using the MPLS label distribution protocol (RSVP or LDP). The compressed IP packet header then contains only the differences from this template. TTL, IP length field and IP header checksum can be inferred (see [6]) therefore, if the UDP checksum is disabled, no other header information needs to be transmitted.

Using PPP over HDLC as the Layer 2 protocol requires 4 additional bytes of overhead.

This leads to a total overhead of 9 bytes per user flow — 4 bytes PPP/HDLC + 4 bytes MPLS label + 1 byte SCID.

5.3 MPLS+IP Header compression (Last mile) efficiency

The “MPLS+IP header compression” shown in ref [5] further compresses the MPLS label using the same compression context as UDP/IP.

The inclusion of MPLS in the UDP/IP compression scheme is simply indicated by a different FULL_HEADER packet sent to initiate the session. Then the standard IP/UDP [9] compression packet formats and associated processing may be used without any modification. The configuration and operation of such compression over PPP links is defined in [10] together with the negotiation of the compression parameters. A typical compressed IP/UDP packet, with UDP checksum disabled, requires 3 bytes. 

Using PPP over HDLC as the Layer 2 protocol requires 4 additional bytes of overhead.

This leads to a total overhead of 7 bytes per user flow — 4 bytes PPP/HDLC + 3 bytes compression header.

5.4  Compression efficiency comparison

Obviously, the efficiency of the alternative solutions depend on the number of multiplexed flows used in the CIP solution. Let us consider three scenarios consistent with the real time constraint of segments always less than 300 bytes. In particular for voice for which bandwidth efficiency is the most critical, this leads to a maximum of 6 multiplexed flows (scenario 3): 

1. one multiplex flow: payload size is 40 bytes, total packet size is 51 bytes.

2. three multiplexed flows: payload size is 120 bytes, total packet size is 139 bytes.

3. six multiplex flows: payload size is 240 bytes, total packet size is 271 bytes.

	
	One flow
	Three flows
	Six flows

	CIP
	78%
	86%
	89%

	MPLS+IP
	85%
	85%
	85%

	Simple IP with MPLS
	82%
	82%
	82%


This comparison shows that a below-IP solution based on MPLS is essentially equivalent to above-IP techniques in terms of bandwidth efficiency. 

5.5 Timing constraint

For data packets, the issue of long data payload blocking real-time packets on narrow-band links can be removed by partitioning the traffic onto different MPLS routes or LSPs. Segmentation is then no more needed above IP but can be contained at layer 2. Several solutions are available depending on the layer 2 technology used such as ATM, FR, PPP. Taking again the example of PPP to be consistent, this segmentation can be performed by “PPP in a real-time oriented HDLC like framing” [11].

5.6 Simple IP Header Compression versus MPLS+IP Header Compression

“MPLS+IP header compression” is slightly more efficient when used on a point-to-point link. However, the Simple IP header compression scheme has a number of other benefits:

· the Simple IP frame is routable through an MPLS network because it contains a full MPLS label; the MPLS+IP compressed frame can only be used on a point-to-point link.

· the Simple IP solution provides greater flexibility in where the compressor/decompressor is placed in the network; the MPLS+IP compressor/decompressor can only be located at either end of the point-to-point link.

· the Simple IP proposal recovers more quickly and cleanly from the loss of a compressed frame. This is because the Simple IP proposal calculates differences from a template transmitted in the RSVP/LDP control message; loss of one frame does not affect any other compressed frames. 

6 Summary

It has been shown that "below IP" MPLS technique can perform as efficiently as other "above IP"  solution (e.g. CIP) over narrow-band links taking the example of PPP used at layer 2. 

In addition, MPLS offers the following benefits :

· traffic engineering facilities,

· Processing is reduced in high bandwidth radio network nodes because segmentation is contained at layer2 :

· The segmentation is only introduced when necessitated by the transport facilities used by the operator - i.e. if they have broadband links to the node B, then segmentation is not required,

· The segmentation technique can be matched to the layer2 technology deployed by the network operator,

· MPLS supports IP QoS differentiation mechanisms. For example, it can associate different LSPs to different QoS characteristics.

7 Proposal

It is therefore proposed that no additional layer/functionnality is needed between UDP/IP and the UTRAN Frame Protocols since adequate solutions exist below IP achieving the UTRAN requirements.

However, It is also proposed that layers below IP are not specified so that full flexibility be kept to the Network design and implementation to use the best suited techniques where appropriate.

Thus IP shall be the interworking layer between UTRAN nodes.

It is proposed that those two statements are being captured in the agreement section of TR 25.933 [4].
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