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1 Purpose
The purpose of this paper is to show that  "below IP" MPLS technique can perform as efficiently as other "above IP" CIP/LIPE solutions over narrow-band links. 

2 Introduction
Different protocol stacks have been proposed for the IP based transport on Iub/Iur. The two main criteria to compare these solutions are the bandwidth efficiency and the timing constraints that need to be optimized in particular for narrow band links such as the last mile link. 

These solutions can be partitioned in two types depending on whether the narrowband link adaptation is performed above IP (such as CIP and LIPE techniques) or below IP (such as MPLS technique) in the protocol stack. 

Performance is here compared between CIP/LIPE and MPLS according to both bandwidth efficiency and timing constraint.

3 CIP/LIPE Solutions
It is admitted that the packet size to be transported over Iub/Iur can vary quite a lot depending on the nature of traffic. For AMR speech codec, user data at 12.2 kbs over a TTI of 20 ms corresponds to a payload of 31 bytes (and an overall  payload of 40 bytes if we count for some control fields).

Conversely, a 384 kbs data user over a TTI of 80 ms corresponds to a payload size of  3840 bytes.

In terms of IP routing, the maximum IP payload will actually be limited to the maximum transmission unit (MTU).

Therefore, to optimize the IP payload length over  the narrowband link, two requirements simultaneously apply :

· Timing constraints : the payload should be as short as possible in length to minimize transmission delay and to prevent the transmission of a  large payload to block transmission of short real-time packets. This can lead to segmentation.

· Bandwidth efficiency : in order to amortize the IP/UDP header overhead, the IP payload should be as large as possible. This can lead to the aggregation of several flows,

These two contradictory statements lead to a dilemma : in the LIPE/CIP solution, it is not solved but a trade-off is chosen in the form of  a meeting middle point  : to have a middle-sized payload (i.e. typically 300 bytes as defined in ref [1]).

This trade-off however results in a solution neither optimized in delay nor in bandwidth.

For the CIP technique, in terms of bandwidth utilization, a header overhead of 3 up to 4 bytes (when fragmentation is used) is added to the IP payload per multiplexed flow :
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Figure 1: CIP packet header format

This header is not compressed as it is part of the IP payload. This results in a waste of bandwidth.

It is the same for the LIPE technique as depicted in ref [2]. 

Each LIPE encapsulated payload consists of a variable number of multimedia data packet (MDP). For each MDP, there is a multiplexing header (MH) that conveys protocol and media specific information.
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The header overhead is 3 bytes long most of time (1 byte only if payload has identifier and compressed UDP/IP is used).

Then, to calculate the complete overhead per user flow, the 4 bytes of cUDP/IP header divided by the number of multiplexed users must be added, which makes one additional byte if we consider four users. 

At the end, the overhead per user flow for CIP/LIPE techniques is 4-5 bytes.

4 MPLS Solution
In the MPLS solution, the routing is not based on an IP header but on a label. As soon as the packet enters the MPLS domain, the packet is labelled at the ingress node by a 4-byte long header which is figured out below :

    0                   1                   2                   3

    0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ Label

   |                Label                  | Exp |S|       TTL     | Stack

   +-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+-+ Entry

                       Label:  Label Value, 20 bits

                       Exp:    Experimental Use, 3 bits

                       S:      Bottom of Stack, 1 bit

                       TTL:    Time to Live, 8 bits

The routing in the MPLS domain is then merely performed on this header towards an LSP (Labelled Switch Path) which acts as a kind of connection-oriented ATM VCC for the packets. The UDP/IP header can even be stripped off and the complete target destination address is only recovered at the egress node (see ref [3]).

4.1 Bandwidth efficiency

The MPLS 4-byte header overhead per flow can therefore be compared to the 4-5 bytes of CPH (CIP) or MH (LIPE) size. It is even shown in ref [3] that combining MPLS with the use of ATM as layer 2 leads to an optimised bandwidth with no specific MPLS header at all.

4.2 Timing constraint

Because there is no need to amortize the UDP/IP header overhead, MPLS can be used without aggregating flows above IP so that one MPLS packet contains data from one flow only. 

For real-time flows, the payload length used is then minimised (about 40 bytes instead of 300 bytes).

For long data packets, MPLS removes the issue of long data payload blocking real-time packets on narrow-band links. Indeed, thanks to its engineering capabilities, MPLS can route real-time and background flows on separate LSPs that can be mapped onto different layer2 flows. Segmentation is then no more needed above IP but can be contained at layer 2 and target a small payload. Several solutions are available depending on the layer 2 technology used such as ATM, FR, PPP. An example is shown in ref [3] when ATM is used at layer 2 : LSPs are mapped onto ATM VCCs and packets are segmented by ATM layer into payloads of 48 bytes.

5 Summary

It has been shown that "below IP" MPLS technique can perform as efficiently as other "above IP" CIP/LIPE solutions over narrow-band links supporting various layer 2 techniques. When ATM is used at layer 2 for example, MPLS can even overcome CIP/LIPE both for bandwidth utilization and timing constraint as summarized in the following table:


Header overhead size
Segmented payload size (per flow)

CIP/LIPE
4+(3/4 bytes)* nb muxed users
About 300 bytes

MPLS (example with ATM used as layer 2)
0 byte
48 bytes

In addition, MPLS offers the following benefits :

· traffic engineering facilities,

· processing is simplified because it does not perform multiplexing of flows,

· there is no need of header (de)-compression on a hop by hop (but native tunnelling),

· Processing is reduced in high bandwidth radio network nodes because segmentation is contained at layer2 :

· The segmentation is only introduced when necessitated by the transport facilities used by the operator - i.e. if they have broadband links to the node B, then segmentation is not required,

· The segmentation technique can be matched to the layer2 technology deployed by the network operator,

· MPLS supports IP QoS differentiation mechanisms. For example, it can associate different LSPs to different QoS characteristics.

6 Proposal

It is therefore proposed that no additional layer/functionnality is needed between UDP/IP and the UTRAN Frame Protocols since it exists adequate solutions below IP achieving the UTRAN requirements.

However, It is also proposed that layers below IP are not specified so that full flexibility be kept to the Network design and implementation to use the best suited techniques where appropriate.

Thus IP shall be the interworking layer between UTRAN nodes.

It is proposed that those two statements are being captured in the agreement section of TR 25.933 [4].
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