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1 Introduction

Performance simulations were performed by applying the simulation framework as explained in [3] to compare different protocol stacks for UTRAN user plane. In a first step, only voice traffic is considered in the simulations as a traffic source. Later, simulations also including data traffic models shall be performed. 

Four different protocol stacks are compared in terms of their efficiency on the Iub interface. The results compare the number of users that can be supported by these stacks. The limiting factors for all four stacks are the total bandwidth of the link and the maximum delay permitted for voice. 

2 Protocol stacks

2.1 Features

In [2] the needed features of the protocol stack were identified to fulfil the general requirements for IP based transport in UTRAN. They are:

· Aggregation functionality

· Segmentation functionality

· Network element addressing (providing routing functionality)

· Channel addressing

Candidates for a protocol stack for IP based UTRAN were already proposed in [1] and [2]. From the conclusions in these papers 4 stacks are investigated. A table listing these stacks together with the features provided by them is given below.


Aggregation
functionality
Segmentation
functionality
NE addressing
Channel addressing

PPPmux
(
Only by IP fragmentation

NO
(
optional UDP checksum


TCRTP
(
Only by IP fragmentation1
(
(
optional UDP checksum2

cTCRTP
(
Only by IP fragmentation1
( 
compressed
(
optional UDP checksum2

CIP
(
(
( 
compressed
(
CRC protected

Table 1: Feature list of investigated protocol stacks

2.2 Overhead

For the comparison of the protocol stacks PPP/HDLC was chosen as example for L2 implementation. The investigations can also be performed for other L2 implementations, but no major differences are expected from these simulations.

2.2.1 PPPmux  (cUDP_IP/PPPmux/HDLC)

HDLC
1 byte

PPPmux ID
1 byte

PPP ID
1 byte


PFF, length
1 byte


cUDP_IP
3 byte, compressed UDP/IP


Payload


CRC
2 byte

2.2.2 TCRTP  (TCRTP/HDLC)

HDLC
1 byte

PPP
1 byte

IP
20 byte

L2TP HC
1 byte

PPPmux ID
1 byte

PPP ID
1 byte


PFF, length
1 byte


cUDP_IP
3 byte, compressed UDP/IP


Payload


CRC
2 byte

2.2.3 cTCRTP  (TCRTP/HDLC)

HDLC
1 byte

PPP
1 byte

IP
4 byte, compressed IP

L2TP HC
1 byte

PPPmux ID
1 byte

PPP ID
1 byte


PFF, length
1 byte


cUDP_IP
3 byte, compressed UDP/IP


Payload


CRC
2 byte

2.2.4 CIP  (CIP/cUDP_IP/PPP/HDLC)

HDLC
1 byte

PPP
1 byte

cUDP_IP
4 byte, compressed UDP/IP


CIP
3 byte


Payload


CRC
2 byte

2.2.5 Summary

By summarising the header sizes given in the tables above, the following overhead can be calculated.


Overhead/stream
Overhead/container

PPPmux
4 byte
5 byte

TCRTP
4 byte
27 byte

cTCRTP
4 byte
11 byte

CIP
3 byte
8 byte

3 Simulation

3.1 Implementation structure

Because only voice traffic is considered in this study the data queue of the scheduler remains empty all the time. In fact this means the scheduler has no impact on the simulation result, but the queue is used to adapt the sources to the link rate. The same implementation structure is applied for all four investigated protocol stacks.
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Figure 1: Implementation structure

3.2 Results

3.2.1 Voice delay

The voice delay as depicted in Figure 2 is measured for individual voice packets travelling from the RNC to the NodeB. As shown by the 99.9 percentile there are significant differences between the various protocol stacks. The maximum number of users supported by a predefined link is mainly determined by the efficiency of the protocol. There are two reasons for the delay of the packets: Packetization and queuing/transmission. In a heavily loaded system packetization delay is not significant because container packets are generated with a high rate. Therefore, the voice delay is predominantly determined by queuing and transmission delay.

Parameter
Value
Remark

Link Bit Rate
1920000 bit/sec
30*64 kbit/sec (E1)

Maximum Container Size
300 Byte
maximum size of a packet transported over the link

AMR Codec
12.2 kbit/s
model is described in detail in [3]

Simulation duration
20000 sec, divided in 10 part tests


Table 2: Simulation parameters
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Figure 2: Voice Packet delay versus number of concurrent voice users for a 1.92 Mbit/s link

3.2.2 Link utilisation

The link utilisation for the various protocols is depicted in figure 3. The link utilisation is almost linear within the simulated range of concurrent users because the system is heavily loaded and the additional overhead resulting from container packets which have not the maximum size is negligible.
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Figure 3: Link utilisation versus number of concurrent users for a 1.92 Mbit/s link

3.2.3 Comparison

The CIP protocol has the highest performance due to the lowest overhead. Assuming a maximum delay of 8 ms will give the maximum number of concurrently active users which can be supported over a 1.92 Mbit/s link (table 3). For all four protocols a delay of 8 ms is equivalent to an utilisation of about 91%.

Protocol
Maximum Number of Users

TCRTP
127

cTCRTP
135

PPPmux
138

CIP
141

Table 3: Maximum number of users supported over a 1.92 Mbit/s link

Using IP/UDP Header compression results in a significant performance gain as shown for TCRTP and cTCRTP. The difference is about 6%.

4 Conclusion

The simulation results for voice traffic show that the CIP protocol performs best in terms of efficiency by providing the full functionality needed for IP based UTRAN. When the simulations also include the data traffic model, even a more important advantage of the CIP protocol is expected. Segmentation in TCRTP can only be introduced by IP fragmentation, which is very bad in terms of performance [5]. As shown in Table 1 the CIP protocol provides all required features. All others miss at least one important functionality, which could only be added by accepting huge additional overhead. 
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� Additional overhead needed, does not work together with header compression, see also [5]


� additional overhead needed, 2 byte per stream
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