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1 Introduction

This contribution tries to answer questions asked by SA WG2 in the liaison statement R3-99b29 received in Abiko at RAN3#8 in October 99.

This contribution describes and compares Relocation mechanisms for Real-Time services in the PS domain. It covers SRNS Relocation case and Handover case.

The first mechanism is based on the bi-casting of DL GTP packets from the Source RNC to the source cell(s) and to the Target RNC during an intermediate period. The second mechanism is based on the bi-casting of DL GTP packets from the GGSN to both Source RNC and Target RNC during an intermediate period.

The bi-casting is needed in both solutions in case the Relocation fails.

The SNRC bi-casting solution  is based on the same principles than R99 Relocation for NRT services in PS domain. But, it is optimised for RT services: 

· Since RLC is in transparent mode, unlike for NRT services, there is no buffering of GTP-PDUs in the Source RNC.

· For the same reason, there is no need to re-establish a RLC connection between the UE and the Target RNC.

This paper is intended to demonstrate that this “SRNC bi-casting” solution can be used for real time services such as speech and video, i.e. that the break in transmission is small enough. It also shows that both solutions are equivalent with regards to that break-in-transmission aspect.

2 Discussion

The goal of this paper is to study two kinds of delays in both GGSN bi-casting solution and SRNC bi-casting solution:

1- The delay of Relocation procedure to be completed, phase by phase

2- The break in transmission for the user data

The study will differentiate DL data from UL data because the issues are different.

In both mechanisms, the SRNS relocation procedure is broken down into the following phases:

Phase 1 – Preparation

Phase 1a – UTRAN Resource Reservation
The path of the data traffic is not changed: MAC-d PDUs go through SRNC, Iur via AAL2, DRNC, Iub via AAL2, Node B.

During that phase, resources are allocated in order that to prepare DRNC to become the new SRNC.

Phase 1b – Prepare GGSN to bi-casting

This phase only exists in the GGSN bi-casting case. It corresponds to the bi-casting command from SGSN to GGSN, and the GGSN acknowledge.

Phase 1c – Informing Source SGSN and Source RNC

This phase consists in informing Source SGSN and Source SRNC that the Target RNC (and the GGSN in the GGSN bi-casting case) are ready. 

Phase 2 – Traffic switching and Target-RNC/UE data transfer reinitialisation

This phase starts with the reception of RELOCATION COMMAND by the Source RNC from the CN, and ends the user data transfer between Target RNC and UE is resumed.

2.1 Phase 1: Preparation

2.1.1 Phase 1a: Resource reservation phase
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Figure 1: Resource reservation phase

1. The RANAP “Relocation Required” message is sent from the SRNC to the source SGSN.

2. The GTP-c message “Forward Relocation Request” is sent from the source SGSN forward to the target SGSN.

3. The RANAP “Relocation Request” message is sent to the DRNC by the target SGSN. In Target RNC, RLC and MAC instances are prepared for relocation of the UE connection. New needed RNS resources are allocated (Iu resources, macro-diversity devices if needed, Iur resources if needed, etc.). 

[SRNC bi-casting solution] The Source RNC to Target RNC GTP Tunnel is now ready to be used. This GTP tunnel is unidirectional: it will only be used for transferring DL GTP-PDUs and is not used to transfer UL GTP-PDUs.

4. Once the Target RNC is ready for becoming SRNC, it sends RANAP “Relocation Request Ack” to the target SGSN. 

2.1.2 Phase 1b: GGSN preparation (only in case of GGSN bi-casting solution)
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Figure 2: GGSN preparation

5 . Target SGSN sends a message to GGSN requesting the bi-casting (via either a new GTP-c message or modified GTP-c “Update PDP Context Request” message).

6. The GGSN starts duplicating packets in the original tunnel to Source SGSN and in the replicated tunnel to Target SGSN. Then, it answers the target SGSN by sending GTP “Update PDP Context Response”. The problem is that we cannot rely on the delay with which the GGSN will send its answer back. In case of handover, this may delay the handover execution in an unacceptable way.
2.1.3 Phase 1c: Informing Source SGSN and Source RNC
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Figure 3: Informing Source SGSN and Source RNC

7. Target SGSN informs Source SGSN by sending GTP-c Forward Relocation Ack message.

8. Source SGSN sends Relocation Command to Source RNC.

2.1.4 Conclusion for phase 1

In phase 1, there is no break-in-transmission introduced since the packets (uplink and downlink) continue to take the original route.

Phase 1: preparation



User Plane
Uplink break-in-transmission
0


Downlink break-in-transmission
0

Signalling Plane
Procedure delay: SRNC bi-casting case
1a + 1c


Procedure delay: GGSN bi-casting case
1a + 1b + 1c

Therefore, in GGSN bi-casting case, the Preparation phase is far longer since SGSN has to wait for GGSN bi-casting execution acknowledgement (may typically be of several seconds). The Handover Execution is then delayed by this amount of time.

2.2 Phase 2

2.2.1 Flow charts

We study the Handover case which is the most critical for the UE point of view in terms of break-in-transmission.
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Figure 4: Phase 2; handover case

8. At reception of Relocation Command, the Source RNC:

· Sends Handover Command RRC message to the UE (in case of handover)

· Starts bi-casting GTP-PDUs to local PDCP/RLC/MAC and to the target RNC via the GTP tunnel.

· Sends Relocation Commit RNSAP message to Target RNC

9. By receiving Relocation Commit, Target RNC knows it can now become the Serving RNC:

· It starts using PDCP/RLC/MAC layers

· Since data are RT, RLC is in transparent mode and not RLC connection is to be established

· It stops sending UL user data to the Source RNC via AAL2 Iur (if any as DRNC)

· It then starts treating them at MAC, RLC, PDCP, then GTP layers locally, and sends UL GTP-PDUs towards the new GTP tunnel to the target SGSN.

· It stops treating DL MAC-PDUs coming from AAL2 Iur as a Drift RNC (if any).

· [GGSN bi-casting case] It takes DL GTP-PDUs coming from Iu interface, and sends them via PDCP/RLC/MAC layers to the NodeB.

· [SRNC bi-casting case] It takes DL GTP-PDUs coming from Iur interface as long as there is no GTP-PDU from the Iu interface. When  there are GTP-PDUs from Iu, it only take them and ignore Iur GTP-PDUs. User data are sent via PDCP/RLC/MAC layers to the NodeB.

10. After L1 synchronisation, UE and Target NodeB can send user data. The UE will send HO Complete RRC message when the signalling RLC layer is re-established with Target RNC.

11. When the Target RNC receives HO Complete RRC message from the UE, it informs the Target SGSN on the completion of the Relocation by sending Relocation Complete message.

Resources in CN and in Source RNS are released the same way as in Release 99 mechanism. Additional procedure in GGSN bi-casting case is to ask GGSN to stop bi-casting.

2.2.2 Break in transmissions in phase 2

In phase 2, there are:

· In both cases, one break in transmission due to the switching of Target RNC to Serving RNC status (use of GTP-u/PDCP/RLC/MAC layers), and to the physical layer resynchronisation with the UE (handover case).

This is valid for UL and DL frames.

· In the SRNC bi-casting case only, one additional break in transmission due to the difference of path length  when switching from GTP-PDUs on Iur to GTP-PDUs on Iu: there will be an overlapping of one frame maximum (We can assume that one 20 ms RT frame should be sent in less than about 5/10 ms along the GTP tunnel).

This additional break-in-transmission only exists for DL frames.

2.2.2.1 Target RNC becoming Serving RNC

First break in transmission is shown in the following figures for Downlink frames, for SRNS relocation and Handover cases.

Streamlining case:
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Figure 5: « Degradation » of communication due to switching of RNC, streamlining case.
Assumptions are:

· Transmissions delays from GGSN to both RNC are roughly equivalent.

· Transmissions delays on Iur is due to 3 ATM VP cross connects switches assumed to be equal to few ms (let’s say 3).

· Transmissions delays for forwarded N-PDU is due to 4 GTP routing performances assumed to be equal to few ms (let’s say 10).

Switching of DRNC to SRNC occurs at the end of phase “Switching …”. In the SRNC bi-casting case RLC PDUs will be slightly delayed with respect to the RLC PDUs sent through Iur. We will then have a slip of 1 or 2 (at most) frames.

In the bi-casting case RLC PDUs will be slightly in advance resulting of the cancellation of 0, 1 or 2 (at most) RLC PDUs to recover the optimised overall delay.

Hard handover case:
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Figure 6: « Degradation » of communication due to switching of RNC, hard handover case.

Assumptions are the same as those for the streamlining case.

Due to the small relative delay between two options with respect to the transmission break duration both cases (forwarding and bi-casting) can be considered as equivalent.

2.2.2.2 Tunnel optimising phase (forwarding case only)

Third phase is GTP tunnel updating between SGSN and GGSN for the forwarding case only. Bi-casting case is completed at that point.

As the issue is just to replace a delayed GTP tunnel by a less delayed GTP tunnel the result would just be the cancellation of 0, 1 or 2 (at most) frames. No break in transmission occurs anyway. Note moreover than the possible cancellation of frames can be of course avoided (the communication would just be delayed as it already was before the switching of tunnel).


[image: image7.wmf]GGSN

SGSN

3. PDP CONTEXT UPDATE RESPONSE

1. PDP CONTEXT UPDATE

2. PDP tunnel 

switching

for the 

downlink

4. PDP tunnel 

switching

for the 

uplink

2

4

3

1

5

7

6

8

2

4

3

1

5

7

6

8

(2) 

occurs

(4) 

occurs

Arrival of DOWLINK

frames 

at the new

SRNC

Arrival of UPLINK

frames 

at the new

GGSN


Figure 7: « Degradation » of communication due to change of tunnel between the « forwarded » path and the optimised path.

2.2.3 Conclusion for phase 2

Streamlining :

1 slip + 1 potential loss of one frame without any break in transmission in the SRNC bi-casting case.

1 potential loss of one frame (possibly none) without any break in transmission in the GGSN bi-casting case.

Hard handover :

1 break of the transmission equal in both cases
+ 1 potential loss of one frame (possibly none) without any break in transmission in the SRNC bi-casting case only.

Phase 2




User Plane
UL break-in-transmission
SRNC bi-casting case
SRNS reloc: 1 or 2 frames ( 20/40ms (speech)




Handover: 100/200ms + 1 or 2 frames ( 120/240ms (speech)



GGSN bi-casting case
SRNC reloc: identical to SRNC bi-casting




Handover: identical to SRNC bi-casting


DL break-in-transmission
SRNC bi-casting case
SRNS reloc: 1 or 2 frames ( 20/40ms (speech)




Handover: 100/200ms + 1 or 2 frames ( 120/240ms (speech)



GGSN bi-casting case
SRNC reloc: 0, 1 or 2 frames ( 0/40ms (speech)




Handover: 100/200ms + 0, 1 or 2 frames ( 100/240ms (speech)

Signalling Plane
Procedure delay 
SRNC bi-casting case
Identical to GGSN bi-casting case


Procedure delay 
GGSN bi-casting case
Identical to SRNC bi-casting case

3 Conclusion

1. SRNC bi-casting and GGSN bi-casting solutions are very similar with regards to the breaks in transmission. 

· GGSN bi-casting is about 10% better for downlink: SRNC bi-casting solution introduces an additional break-in-transmission of 1 or 2 frames for downlink.

· Both solutions are identical for Uplink.

2. SRNC bi-casting solution does not introduce significant break-in-transmission and can be used for SRNS Relocation and Handover for RT services.

3. SRNC bi-casting solution is based on the same principles as the R99 mechanisms for NRT services.

4. In GGSN bi-casting case, the Preparation phase is far longer since SGSN has to wait for GGSN bi-casting execution acknowledgement (may typically be of several seconds). In case of handover, the handover execution may be delayed by an unacceptable way.

5. Furthermore, SGSN is responsible for the charging function, and since RT services are charged according to the duration, it seems difficult to exchange charging information between source SGSN and target SGSN during a RT session without errors. There is no such problem for NRT services since they are charged according to the data volume.

6. Bi-casting function at any RNC already exists because of soft-handover. No new function has to be developed.

7. Additionally, even if the SRNC bi-casting solution is proven to work for RT services, it is possible to delay SRNS Relocation procedure up to the point where all RT sessions are released for the given UE: this is possible because all channels can use Iur interface for the user plane.

4 Proposal

It is proposed to agree on the use of SRNC bi-casting solution for RT services in the PS domain and to send a liaison to SA WG2 including the text in section 3.

It is also proposed to delay SRNS Relocation up to the point where all RT sessions related to the given UE are released.
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