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1 Introduction

A 2Mbits/s transmission link between two AAL2 entities was simulated to examine link efficiencies and traffic performance.  A 2Mbits/s link was simulated as it represents the lowest capacity expected over the Iub interface.

Many simulations were performed over this link to determine the delay performance over a link consisting of homogeneous traffic.  Homogeneous traffic with different bit-rates and traffic characteristics were tested over the link, using different link loads and CU timer values.  From the following results it is possible to determine the effects caused by varying:

· The CU Timer, 

· The link load, 

· The source bit-rate

2 Simulation Set-up.

The scenarios used are based on those earlier presented in TSGR3#6(99)955. From the range of variables examined, 60 simulations were performed to determine the effects of these components.  The variables studied in the simulations were:

· CU Timer

· Link Load. 

· Traffic characteristics

2.1 Traffic Characteristics


Source 1
Source 2
Source 3
Source 4
Source 5

Average Bit Rate
8kbit/s Voice 
32kbit/s Data
64kbit/s Data
144kbit/s Data
384kbit/s Data

Talk Spurt ON
NegExp 4 secs
N/A
N/A
N/A
N/A

Talk Spurt OFF
NegExp 4 secs
N/A
N/A
N/A
N/A

Packet Period
10 msecs in Talk Spurt ON
NegExp 224 msecs
NegExp 112 msecs
NegExp 49.77 msecs
NegExp 18.66 msecs

Packet Size
20 bytes
NegExp 896 bytes
NegExp 896 bytes
NegExp 896 bytes
NegExp 896 bytes

2.2 Link Load.

Three link loads were examined.  These are 25%, 50% and 75%

2.3 CU Timer periods.

Four values of CU timer period were investigated.  These periods are 0 ms, 0.5ms, 1ms and 5ms.

2.4 ATM Network Load.

This remained a constant in the simulation at 75%.  This means that the cells of each source had a dynamic queueing delay.  This delay is the same for all simulations undertaken and can be seen in figure2.1
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Figure 2.1 Dynamic cell delay caused by a single M/D/1 queue.

3 Results.

3.1 AAL2 Packet Efficiency.

The graph label is encoded in the following manner: X//Y.  The X represents the bit-rate of the individual sources in kbit/s; Y represents the link load as a percentage.
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Figure 3.1: AAL2 Transmission Efficiency
In the majority of cases the CU timer had little or no effect on the efficiency of an AAL2 link.  The exception to this case is, as expected, the small packet, low bit-rate connections.  Lower efficiencies were recorded with low values of the CU Timer.  Examining the 0 CU Timer value in figure 3.1, it can be seen that when the load of the AAL2 connection increases the efficiency of the connection efficiency naturally increases.  

Normally the capacity of an ATM connection is negotiated at connection set-up.  For a PVC this may range from hours to months, while an SVC could be over a duration of seconds to minutes.  While a connection is set-up the value of the CU Timer can be set to an optimum value for operation.  This value depends on the charging mechanism of the ATM operator.  If the operator charge purely on a bandwidth basis then there is no advantage of using the CU Timer and this can be set to 0.  If the ATM operator has some volume based charging, depending on cost saving, a CU Timer value of 0.5 ms is recommended to reduce the AAL2 traffic volume.

3.2 AAL2 Packetisation and De-packetisation Delay  (TN1)

From Tdoc TSGR3#7(99)C05 several different bit-rates were identified.  These bit-rate were 8, 32, 64,144 and 384 kbit/s.  The traffic sources have been described in the “Set-Up” section above.  Each different source type has been presented in separate graphs in the following section and each source type has been tested under different link loads and CU Timer values.

Within the graph, the label has been encoded thus: X/Y/Z.  X represents the bit-rate of the individual sources in kbit/s; Y represents the Link Load as a percentage; and Z represents the CU Timer value in milli-seconds.
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Figure 3.2 Packet Delay for 8 kbit/s Connection.
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Figure 3.3 Packet Delay for 32 kbit/s Connection.
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Figure 3.4 Packet Delay for 64 kbit/s Connection.
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Figure 3.5 Packet Delay for 144 kbit/s Connection.
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Figure 3.6 Packet Delay for 384 kbit/s Connection.

From the above set of graphs (figure 3.2 to 3.6), three statements can be determined.

1) Within a homogeneous environment increasing the individual source’s bit-rate cause larger delay.

2) Increasing the link-load increases the delay

3) The CU Timer has no predictable effect on delay performance, for the values tested.

From the data presented, a single delay value is impossible to give, as there are many variables that effect this delay measurement.  It should be safe to assume that a 75% traffic load should be a practical heavy load situation. 

4 Proposal

To conclude, it is proposed to use the delay the figures of a 75% loaded network as this is a reasonable value for a loaded link.  In addition, any effects of the CU Timer is ignored, as there was no conclusive benefit or detriment to the packet connection.

Therefore in Tdoc TSGR3#7(99)C05 it is proposed to improve the delay for Iub TN1 from:

Service (kbit/s)
8 (RT)
32
64
144
384
2048
Source/Reference

TN1 – Iub
1
1
1
1
1
1


To the following values:

Service (kbit/s)
8 (RT)
32
64
144
384
2048
Source/Reference

TN1 – Iub
4
150
170
220
420
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