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1
Introduction

After the RAN#71 meeting, a new SI was agreed [1], with the main objective of developing a new radio access technology. As also captured in [2], one of the design goals of a new radio access technology is to allow a UE to stay in "always connected" mode, which effectively embraces a number of scenarios such as initial establishment of connection and/or transition to a state when a UE can start exchanging data with the network. During RAN2#94, the following decision was made:
Agreements:

1
Study the introduction of a RAN controlled “state” characterised by, at least:

a/ -
UEs in RAN controlled state should incur minimum signalling, minimise power consumption, minimise resource costs in the RAN/CN making it possible to maximise the number of UEs utilising (and benefiting from) this state

b/
Able to start data transfer with low delay (as required by RAN requirements)

FFS whether data transfer is by leaving the "state" or data transfer can occur within the " state"

FFS whether " state" translates to an RRC state

Potential characteristics of the RAN controlled “state” for study:


a/ the CN/RAN connection is maintained


b/ AS context stored in RAN


c/ Network knows the UE's location within an area and UE performs mobility within that area without notifying the network.


d/ RAN can trigger paging of UEs which are in the RAN controlled "inactive state"


e/ No dedicated resources

In this contribution we present simulation results for a new RAN controlled state focusing on analysis of the overall number of signalling messages exchanged between network entities. In particular, we analyse how many signalling messages are sent in the core network interfaces and between the UE and the network.
2
New RRC state for NR
As already noted in the Introduction part, RAN2 has already made a decision to consider a new RAN controlled state aiming at low power consumption and low transition time to exchange data. Even though details of this state are under considerations, we anticipate that there will be a new RRC state in addition to IDLE and CONNECTED as shown in Figure 1, which hence will be referred to as INACTIVE. As proposed and mentioned in a number of proposals, the INACTIVE state can be characterized by the fact that the UE keeps its AS context with SRB and RB configurations, which allows the UE to move quickly to the CONNECTED state.
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Figure 1: RRC state transition model with a new RAN controlled INACTIVE state.
Introduction of the INACTIVE state can alleviate the overall signaling load due to the following reasons. Firstly, as the UE does not need to move from IDLE to CONNECTED, there is no associated RRC and core signaling load. Furthermore, if the UE and the network maintain the UE context, there is no need to involve core network in certain procedures, such as UE location update. Nevertheless, certain aspects and trade-offs were not properly analyzed in the past, for which we consider several scenarios with different traffic models and mobility speeds.

Since the NR network structure and its network elements are not decided yet, we use the LTE EPC as the reference focusing our analysis on the S1 and X2 interfaces. It is anticipated that with the INACTIVE state, the S1 signaling will be reduced for non RRC anchor nodes, and the X2 signaling will increase for the UE context fetch procedure among eNBs within the same Paging Area (PA). Of course, the exact signaling overhead of INACTIVE state will depend on the traffic activity and UE mobility. Therefore, we focus our analysis on impacts of the signaling overhead as the function of the UE activity and mobility.
2.1
General methodology for analysis of signaling load
The general methodology for our simulations is so that we compare total number of exchanged signaling messages when the UE is moved from CONNECTED to the IDLE or to the INACTIVE state upon expiry of the inactivity timer (we consider the value of inactivity timer of 10 sec). With regards to the UE being in a particular state after the inactivity timer expiry, the following assumptions are made:
-
IDLE. When a UE is in the IDLE state, the paging message for the UE is generated by the core network and is sent to all the eNBs in the Tracking Area. To be able to exchange data, the UE has to move from the IDLE to CONNECTED establishing the RRC connection.

-
INACTIVE. When a UE is in the INACTIVE state, the paging for the UE is generated by the anchor eNB and is sent to all eNBs in the same Paging Area. To be able to exchange data, the UE has to perform resume procedure similar to the one already adopted for CIoT (see Appendix 2 for exact signaling flow diagrams).
For the performance analysis, we assume hexagonal cell deployment with 57 eNBs and 3 sectors per each eNB. As for the size of PA, two setups are assumed: 1 eNB PA and 19 eNB PA. To provide a fair comparison between the Paging Area and Tracking Area, the Tracking Area for paging is also assumed to have 19 eNBs. As the UE moves, there will be either TA update for the IDLE mode paging, or the Paging Area update for the INACTIVE paging.
2.2
Simulation results for the FTP traffic model
In this section, we present our results for the FTP traffic model that is characterized by the data arrival rate of 1 arrival/60sec.
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Figure 2: Number of signaling messages sent over S1 and X2 interface for one hour  (FTP traffic, 1 arrival/60 sec).

From the viewpoint of the number of messages exchanged in the core network, Figure 2 shows that when the UE speed is low, INACTIVE state with a small number of eNBs in a PA (e.g., 1 eNB in a PA) has more gains compared with IDLE and INACTIVE state with a large number of eNBs in a PA (e.g., 19eNBs in a PA). However, as the UE speed becomes higher, the signaling overhead of INACTIVE state with a small PA area increases. This is due to the frequent area update of a UE moving at a high speed which causes corresponding core network signaling load on the X2 interface (which can be also observed from Figure 3 below).

Figure 3 provides further insight on how many messages are sent over S1 and X2 interfaces. Not surprisingly, IDLE mode results in the largest number of messages exchanged over S1 due to paging and RRC connection establishment, while the INACTIVE state results in more messages exchanged over X2. The number of messages exchanged over X2 and/or S1 increase as the UE speed increases, regardless of the UE target state after expiry of the inactivity timer.  
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Figure 3: Number of signaling messages sent over X2(left) and S1(right) interfaces for one hour, respectively (FTP traffic, 1 arrival/60 sec).
While Figure 2-3 concentrate on the number of messages in the core network, Figure 4 shows how many RRC messages are sent between a UE and eNB. Similarly as for the core network signaling, the INACTIVE state with a small Paging Area will cause higher signaling for higher UE speed, which is caused by the location update procedures. On the contrary to it, a larger Paging Area can reduce that signaling overhead associated with location update procedure.
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Figure 4: Number of RRC signaling messages sent over air interface between eNB and UE for one hour (FTP traffic, 1 arrival/60 sec).

As a small summary, the INACTIVE state offers a way to save number of signaling message exchanged both within the network and between the network and the UE. As for the Paging Area size, for low mobility cases (i.e. dense urban environment or stationary devices), a small Paging Area of 1 eNB seems to provide the best performance numbers. For high mobility case, a larger paging area should be considered.
2.3
Simulation results for the mMTC traffic model
In this section we present simulation results for the mMTC traffic model which is the same as NB-IoT MAR (Mobile Autonomous Reporting) periodic UL reporting traffic model from [3]. The mixed arrival time of mMTC traffic is: 1 day (40%), 2 hours (40%), 1 hour (15%), and 30 minutes (5%). Hence, the average packet arrival rate per device is 1 arrival/ 7716 sec [4].
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Figure 5: Number of signaling messages sent over S1 and X2 interface for one hour (mMTC traffic, average 1 arrival/7716 sec).

As can be seen from Figure 5, the INACTIVE state with a large Paging Area size always provides better results, while INACTIVE state with one eNB per Paging Area has the largest number of messages exchanged. The reason is that due to low user plane activity, a moving UE configured with a small Paging Area will update its location quite often, causing corresponding X2 load as can be seen from Figure 6 below. Low user plane activity also explains why the total number of messages exchanged in the core is almost the same for the IDLE and INACTIVE with a large Paging Area: most of cases are triggered by location updates, not by user plane data.
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Figure 6: Number of signaling messages sent over X2(left) and S1(right) interfaces for one hour, respectively (mMTC traffic, average 1 arrival/7716 sec).

Finally, Figure 7 shows the number of RRC messages exchanged between the UE and the eNB, from which one can see that a larger Paging Area has noticeably lower number of exchanged packets compared with other cases. As already noted above, INACTIVE with a small Paging Area has the larger number of RRC messages, which is due to the more frequent location updates, while INACTIVE with a large Paging Area has the smaller number of RRC messages. 
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Figure 7: Number of RRC signalling messages sent over air interface between eNB and UE for one hour, (mMTC traffic, average 1 arrival/7716 sec)
2.4
Summary

As a general summary, based on results presented in Figures 2 to 7, we can see that the INACTIVE state tends to be more efficient for UEs with more dense traffic load with low/medium speed values. As somewhat logically anticipated, if there is a UE with very low activity, then gains of INACTIVE state over IDLE could be quite marginal and are mostly in domain of whether we have higher S1 load versus higher X2 load. 

As for the INACTIVE paging area size, a small paging area size, i.e. as small as one eNB or one sector, can be quite beneficial for dense urban environments in which the mobility is low or even absent. On the contrary, larger paging area offers more benefits as the mobility speed gets higher.
3 Conclusion
In this contribution, we have presented our analysis of the new INACTIVE state from the viewpoint of the number of exchanged message and related signaling overhead on the interface between a UE and eNB, and also on interfaces within the access network. For that, we have considered two traffic models, FTP and MTC, and have analysed number of exchanged messages while moving to INACTIVE and IDLE states after expiry of the inactivity timer. Even though exact performance numbers vary a lot depending on the mobility speed and traffic patterns, INACTIVE state seems to offer better performance if there is some user plane activity.
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Appendix 1: Environment for performance analysis
Table A1-1: Parameters of the simulation environment

	Environment
	Considered Value

	Cell Deployment
	Hexagonal Cell Deployment with 3 sectors

	ISD
	200m

	UE mobility
	Random direction starting from the center 

	Traffic Model
	FTP model with average arrival rate 1 arrivals/60s.
MTC model with average arrival rate 1 arrival/7716s

	Tracking Area
	19 eNBs


Appendix 2: Exemplary signaling flows
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Figure A2-1: Set of exemplary signaling messages for the MT calls.
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Figure A2-2: Exemplary signaling messages for the paging area change.
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