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1 Introduction
In this contribution, we consider how an uplink LWA packet is routed from the UE to the eNB and discuss enhancements to assist this process. This article is a revised version of an earlier contribution [1].
2 Discussion
In order to support uplink LWA, the WLAN AP needs to be able to forward the received LWA PDU to the appropriate node. In RAN2 #93BIS, it was agreed that uplink WLAN frames carrying LWA PDUs will use the EtherType value of 0x9E65 that was assigned by the IEEE Registration Authority Committee (IEEE RAC) for downlink LWA packets. In theory, it may be possible for the WLAN AP to detect LWA packets by inspecting the EtherType field and forwarding them to the next hop (e.g., the node implementing the WT function or an intermediate node) based on some prior configuration. However such an approach raises some issues as follows.

New WLAN AP functionality: Currently forwarding is based on Layer 3 routing (using IP addresses) or Layer 2 switching/bridging (using MAC addresses). Using the EtherType to determine forwarding behaviour is not standard, and will require updates to WLAN APs.
Support of multiple WTs: In some LWA deployments, a WLAN AP may be connected to multiple WTs (Note that many WLAN APs today can support multiple SSIDs and in theory can belong to multiple mobility sets). Since the LWA PDUs themselves do not contain any routing information, some additional mechanism is required to achieve correct forwarding.
Based on the above discussion, we observe that using the EtherType field for LWA PDU forwarding can be difficult and even impossible in some situations.
Observation 1: Protocol identification (using EtherType) and packet forwarding are distinct tasks that may need to be tackled separately. 
To some extent the question of how the WLAN AP forwards or routes packets to the WT is beyond the scope of 3GPP (or for that matter even IEEE). WLAN deployments are quite diverse and WLAN APs can come in different sizes and shapes, ranging from full-fledged standalone APs that provide the full slate of network plane services to lightweight APs that essentially serve as remote radio-heads. WLAN APs may be connected to one or more nodes implementing the WT functionality over layer 2 or layer 3, and may use standardized protocols like CAPWAP or proprietary protocols. Nonetheless, in order to promote wide deployment of the LWA feature, it is desirable that changes to existing WLAN APs be minimized. Ideally, the transport of LWA PDUs should be largely transparent to WLAN APs (except the need to recognize the EtherType assigned to LWA as a valid value for EtherType). 
Observation 2: The use of EtherType for forwarding LWA PDUs received by the WLAN AP will require upgrading currently deployed WLAN APs.
In this contribution, we focus on a certain deployment scenario of interest, as shown in Figure 1, where the WLAN APs and the “next hop” towards the eNB (could be the WT or some intermediate node) are part of the same layer 2 network. Such a system is referred to in the IEEE 802.11 spec. as an Extended Service Set (ESS) where the distribution system (DS) and WLAN APs (or BSSs) are stitched together to create arbitrary large WLANs. 
When the WLAN APs and WT node(s) are part of an ESS, a natural approach for forwarding LWA PDUs would be to use existing layer 2 forwarding mechanisms already supported by the IEEE 802.11 specification [2]. In the sequel, we provide a description of this L2 forwarding mechanism, and discuss enhancements required in 3GPP specifications to enable the use of such mechanisms.
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[bookmark: _Ref450669584]Figure 1: Distribution System (Figure 4-2 of [2])
The MAC header of a WLAN data frame [1] is shown in Figure 2. 
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[bookmark: _Ref450578319]Figure 2: IEEE 802.11 MAC header (Figure 9-52 of [2])
As can be seen, the MAC header can contain as many as four 48 bit MAC addresses. A brief description of these addresses is given below.
Address 1: Contains the MAC address of the intended recipient, also referred to as “Receiver Address”.
Address 2: Contains the MAC address of the transmitter, also referred to as “Transmitter Address”
Address 3: This address depends on the setting of “ToDS” and “FromDS” bits of the 16 bit frame control field in the MAC address. DS refers to “Distribution Service” which is the Layer 2 forwarding function provided in the IEEE spec.[2], and is typically located in the WLAN AP. When either the ToDS or FromDS bit is set to 1, there are three addresses, namely, Immediate destination (RA), Immediate source (TA), Final L2 destination (DA) or original L2 source (SA). 
Address 4: This address is used when both the “ToDS” and “FromDS” bits of the frame control field are set to 1. We do not discuss this usage in this document because it is not relevant to UE behaviour (Address 4 is used by MAC entities that are used for relaying frames, i.e., these nodes that are neither the final L2 destination (SA) nor original L2 source (SA).
The details of how Address 3 is populated is provided in Table 9-26 in Section 9.3.2 of the IEEE spec. [2], reproduced in Figure 3. 
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[bookmark: _Ref450666469]Figure 3: Address field contents (Table 9-26 of [2])
To illustrate how L2 forwarding may be used in the context of LWA, consider how the MAC addresses are employed when the UE, WLAN AP, and WT node are connected as shown in Figure 4. The UE uses the MAC address of the WT to populate Address 3 in the WLAN MAC header of frames carrying LWA PDUs, allowing the WLAN AP to transparently forward the received LWA PDUs to the WT. In this scenario, the WLAN AP and WT are assumed to be connected over Ethernet, and we are assuming that MSDUs are being transmitted.


[bookmark: _Ref450673607]Figure 4: L2 forwarding from UE to WT
L2 forwarding is a useful approach in several other scenarios as well (e.g., when the AP is connected to the eNB over Layer 2, or the AP is connected to a node that aggregates connections to the WT, or the AP is connected to several WTs). 
Observation 3: When network deployment provides Layer 2 connectivity between AP and the next hop towards the eNB, then 802.11’s four-address format enables a straightforward approach for uplink routing of LWA PDUs without requiring any additional enhancements to legacy WLAN APs.
Observation 4: When the WLAN AP is connected to multiple WTs, the UE can use the Address 3 field in the 802.11 MAC header of frames carrying uplink LWA PDUs to identify the WT to which the LWA PDU needs to be sent. 
In order to permit the UE to populate the address 3 field with the appropriate MAC address, we propose that the eNB provides the MAC address to use over RRC signalling. In order to provide full flexibility for LWA deployment, we think such a MAC address should not be thought of as the WT’s MAC address. It could be any address that the network deployment calls for (e.g., the eNB’s address, WT’s address, or the address of a node aggregating connections to the WT). Accordingly, we propose:
Proposal 1: The eNB signals the MAC address of a network entity for uplink LWA. This address (say, the RAN Signalled Address or RSA) is used by the UE to populate Address 3 in the 802.11 MAC header of uplink WLAN frames carrying LWA PDUs.
If Proposal 1 is agreeable, then RAN3 needs to be informed since the MAC addresses signalled by the eNB needs to originate from the WT, and will impact information transfer over the Xw interface.
Proposal 2: RAN2 is requested to send an LS to RAN3 informing them about the need to enable additional signalling over Xw to support forwarding of LWA UL packets.
3 Conclusions
In this contribution, we discuss the issue of uplink routing of LWA PDUs. Our proposals and observations are summarized below.
Observation 1: Protocol identification (using EtherType) and packet forwarding are distinct tasks that may need to be tackled separately. 
Observation 2: The use of EtherType for forwarding LWA PDUs received by the WLAN AP will require upgrading currently deployed WLAN APs.
Observation 3: When network deployment provides Layer 2 connectivity between AP and the next hop towards the eNB, then 802.11’s four-address format enables a straightforward approach for uplink routing of LWA PDUs without requiring any additional enhancements to legacy WLAN APs.
Observation 4: When the WLAN AP is connected to multiple WTs, the UE can use the Address 3 field in the 802.11 MAC header of frames carrying uplink LWA PDUs to identify the WT to which the LWA PDU needs to be sent. 
Proposal 1: The eNB signals the MAC address of a network entity for uplink LWA. This address (say, the RAN Signalled Address or RSA) is used by the UE to populate Address 3 in the 802.11 MAC header of uplink WLAN frames carrying LWA PDUs.
Proposal 2: RAN2 is requested to send an LS to RAN3 informing them about the need to enable additional signalling over Xw to support forwarding of LWA UL packets.
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