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1 Introduction

It is already understood that some coordination is needed between LTE and NR configurations to ensure UE capability for tight inter-working option.  The following agreements were made last meeting:

· RAN2 shall consider the LTE/NR tight interworking (with LTE eNB, NR gNB or eLTE eNB as a master node) for the coordination of capabilities.

· We should aim to minimum the differences between the NR capability reporting across the LTE/NR tight interworking cases (NR gNB as a master node) and the standalone NR gNB case.

· RAN2 aim for a solution where the master node and secondary node are not required to comprehend each others UE configuration.
· Agree the following principle: the master node and the secondary node only need to use own RAT UE capabilities (which will include some other RAT capabilities relating to the interworking). At least for the initial configuration of interworking case these are provided on the master node RAT or from core network

· Allow gNB to format NR RRC PDUs for the UE configuration.

The topic was discussed as part of two email discussions: [94#39][NR] C plane aspects for tight interworking and [95#30][NR] Capability coordination for NR and LTE.

 This document looks at the potential issues of re-using existing model for LTE-NR tight inter-working and compares the different solutions discussed.  
2 Discussion

Based on the agreements last meeting, LTE MCG does not need to comprehend the SCG NR configuration.   However, some coordination is needed of the UE configuration and capabilities.
2.1 Configuration and capability coordination models

Many other solutions were discussed in RAN2#95 can support LTE NR interworking.  Some examples are:

UE based coordination
· No LTE/NR UE capability coordination across RATs
NW based coordination
· UE capability sets based coordination

· Semi-static capability split at NW based coordination

· Common capability across RATs based coordination

· Conflicts indicated in UE capabilities, throughput based negotiation across Xn
· Coordination container/Common across RATs configuration based coordination
2.1.1 No LTE/NR UE capability coordination across RATs
In this option there does not seem to be any real coordination between LTE and NR but rather a hard partition of resources by UE.  While this does allow independent evolution of the LTE and NR, such hard partition of UE capability results in underutilisation of the UE capability and leaves no control for the network.

2.1.2 UE capability sets based coordination
Here the UE provides sets of “compatible” capabilities to LTE and NR.  While this does allow independent evolution of the LTE and NR, network still needs to coordinate between them to select the same set in LTE and NR.  However, during this coordination, one RAT has no visibility of what the sets means in the other RAT.  Hence such choice is simply based on the “requirements” of one RAT without any consideration of the requirements or capability of the UE in the other RAT.   There is thus not coordination or negotiation to ensure good use of UE resources that also takes into account the relative available network resources.  
2.1.3 Semi-static capability split at NW based coordination
In this option, the Me/gNB does a split of the UE capability and provides a share of the capability to the other g/eNB.  While this does allow independent evolution of the LTE and NR, it does not take into account the actual resources the other NB wants to assign for this UE resulting in suboptimal split of capability.  There is no mechanism for other eNB to request/inform it wants more or less resources.  Nor is it possible for MeNB to know if the capability split it has done is being used by SgNB.  
2.1.4 Common capability across RATs based coordination
From our understanding of this solution, it relies on X2 kind of network interface specification to perform the coordination.  Fundamentally, it seems similar to providing a coordination container except that the fields are defined in X2AP rather than RRC.  This option allows independent evolution of LTE and NR.  It also allows coordination of the configuration required to maximise usage of the UE capability according to the network requirements.
Since the coordination information exchanged are that of UE RRC configuration, this will require introduction of these RRC fields into X2-AP.  Introducing RRC related fields in X2-AP will result in need for continuous LS exchange between RAN2 and RAN3 to keep the specification up to date and consistent across the groups and greatly increases the chance of error.

2.1.5  Conflicts indicated in UE capabilities, throughput based negotiation across Xn
This proposal is going into a different aspect of the discussion – on the nature of coordination between MCG and SCG needed to achieve the throughput.  This is done using configuration coordination between MCG and SCG based on achievable throughput rather than actually passing the configuration itself.  It is not clear how the achievable throughput based negotiation can ensure valid configurations across the two RATs for a UE as the different parameters that need coordination are not directly related to throughput.  
2.1.6 Coordination container/Common across RATs configuration based coordination
In this approach, the configuration fields that require coordination are included in a separate container that is exchanged between the nodes.  Similarly, the UE capability is also split into shared part that is provided to both the nodes by the UE along with the RAT specific capabilities in the other containers.  This has the benefit that the nodes have to implement, comprehend and check only a few fields that are shared between the RATs.  Further, 3GPP can discuss the fields that need coordination to be included in that container thereby greatly reducing the risk of multi-vendor interoperability issues. 
Such separate containers for sharing will allow more independent evolution of the two RATs and corresponding implementations.  For example, it is even possible for NR and LTE RRC implementations to be of different RRC releases as long as the coordination container can take that into account.  Or for UE to have LTE and NR protocol stacks from different 3GPP releases.
Note that this shared container is only used for inter-network node information exchange and never sent to the UE.  This is shown in figure below.
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It should be noted that this option can be combined with UE capability update solutions.
Based on the above evaluation:

Proposal #1: It is proposed to use a separate RRC container, called Coordination container (in addition to the container carrying the configuration to the UE) to carry fields (capability and configurations) that need coordination between the two NBs.  
2.1.7 Inter-node coordination

This section looks at some more detailed aspects of the coordination between the eNB and gNBs.
Need for mutual exchange of configurations
We examine whether it is sufficient to provide configuration from one node to another (e.g., just from SgNB to MeNB) rather than mutual exchange of configurations.  Without providing a node with the other’s relevant configuration, it would not be possible for the node to ensure that its configuration does not violate the other’s configuration.  For example, SgNB needs to know the MeNB configuration to ensure that its configuration is compatible with UE.  And vice versa.  Hence the container must be defined in LTE RRC for LTE configuration and NR RRC for NR configuration to be exchanged between the network nodes.
Proposal 2: Containers need to be defined in both LTE RRC and NR RRC specifications to provide its coordination configuration to other node.
Release and feature coordination needed between eNB and gNBs
To ensure proper inter-operability, the NBs will need to comprehend and understand the configuration of the other RAT sufficiently to check and coordinate the configuration for UE capability violation.  Using the coordination container, this check is limited to the fields in that container which can be expected to be significantly smaller than the entire UE configuration.  To ensure that coordination and checking of compatibility is achieved, the NBs must reject the configuration to the other node if it cannot comprehend or “understand” any of the fields in the coordination configuration container.  
Proposal #3: To minimise configuration failure in the UE, the NBs must reject the configuration to the other node if it cannot comprehend or “understand” any of the fields in the configuration related to capability coordination.  In the case of a separate container for configuration coordination, this implies that it must comprehend and understand all the fields in the container.
3 Summary and proposals
This document looked at the possible solutions for RRC configuration coordination between LTE MeNB and SgNB (this scenario is just used as the baseline for this analysis but not intended to be limited to this scenario).  To support independent evolution of the two RATs in a multi-vendor (network) environment, following proposals are made:
Proposal #1: It is proposed to use a separate RRC container, called Coordination container (in addition to the container carrying the configuration to the UE) to carry fields (capability and configurations) that need coordination between the two NBs.  

Proposal 2: Containers need to be defined in both LTE RRC and NR RRC specifications to provide its coordination configuration to other node.
Proposal #3: To minimise configuration failure in the UE, the NBs must reject the configuration to the other node if it cannot comprehend or “understand” any of the fields in the configuration related to capability coordination.  In the case of a separate container for configuration coordination, this implies that it must comprehend and understand all the fields in the container.
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