3GPP TSG RAN WG2 Meeting #96
R2-168504
Reno, Nevada, 14-18th November 2016
Agenda item:

9.4
Source:
Intel Corporation

Title:
RAN2 impacts on slicing
Document for:

Discussion and Decision
1      Introduction
The network slicing is one of core concepts for the Next Generation (NG) architecture, enabling multiple independent operations for different scenarios and services on a shared network infrastructure [1]. For the support of slicing, SA2 and RAN3 have initiated the discussions. Some progresses have been made on overall architectures and how to select/modify the NG Core Network slice for the UE [2]. Several principles (selection of RAN part of the slice, resource management/isolation between slices, etc.) has been also agreed as well in RAN3 [3]. 
Based on those agreements and progresses, this contribution discusses the potential RAN2 impacts on slicing in terms of RRC, resource, and mobility managements. 

2      Initial and subsequenct access

According to SA2#117 interim agreements on Network Slicing in [2], a UE may access multiple slices simultaneously via a single RAN. In such case, those slices share some control plane functions, e.g. MMF, AUF. These common functions are collectively identified as CCNF (Common Control Network functions). 
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Figure 1. UE, RAN, CCNF (here Common CP NF), and NSI (Network Slice Instance) considered in [2]        (Figure 6.1.2-2: UEs assigned to Core part of NSI after Attach)

For the slice support, SA2 expects RAN to select the appropriate CCNF for the uplink NAS messages based on the information provided through RRC.

One such information is the NSSAI (network slice selection assistance information). The NSSAI is to indicate slice/service types(s) (which refers to the expected behaviour in terms of features and services) so that the proper slice(s) can be authorized/selected to the UE. The NSSAI can be the one that already configured in the UE per PLMN (which is termed “Configured NSSAI” and can be changed over-the-air) or the one that already authorized by the network (which is termed “Accepted NSSAI”). There is also the term “Default NSSAI” (for example, pre-configured in the UE at the time of manufacturing) which can be provided in the absence of either Configured or Accepted NSSAI, if available. 

As in LTE, the temporary ID (such as S-TMSI) is still expected to be transported by RRC so that RAN can route for the serving CCNF as long as it is valid. In SA2 and RAN3, it is assumed that the RAN’s routing is primarily based on the temporary ID (if valid) and the NSSAI is the secondary. For example, for initial access, there will be no valid temporary ID assigned to the UE yet. RAN is expected to use the provided NSSAI (through RRC) for selecting the appropriate CCNF. For the subsequent access, as long as the temporary ID is valid, it is used for RAN’s routing.

Observation 1: In NR supporting network slicing, the NSSAI (network slice selection assistance information) is expected to be transported via RRC (possibly with the temporary ID such as S-TMSI if allocated) for RAN’s routing of the uplink NAS messages. Such RAN’s routing is primarily based on the temporary ID and the NSSAI is the secondary. 

3      RAN resource management
RAN3 TR [3] captures the following principles (omitted the Editor’s notes for brevity): 

-
Resource management between slices: RAN shall support policy enforcement between slices as per service level agreements (SLA). It should be possible for a single RAN node to support multiple slices. The RAN should be free to apply the best RRM policy for the SLA in place to each supported slice. 

-
Resource isolation between slices: RAN shall support resource isolation between slices. RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate RAN resources to a certain slice. 
-
Support of QoS: RAN shall support QoS differentiation within a slice. 
The key message is that RAN should meet the SLA of each supported slice and guarantee the independence (resource isolation/protection in-between slices) between slices when managing radio resources. In LTE, all UEs within a cell share the same resources with different service handling by QoS. Namely, different services are multiplexed within common resources but prioritized based on QoS class indicators. When it comes to NR with slicing, QoS prioritization becomes slice-specific while imposing additional restrictions on inter-slice independence within the same radio resources, in order to maintain the separate slice-specific policy enforcement as per SLA. 

Observation 2: Network slicing poses additional restrictions for RAN to guarantee the inter-slice independence in radio resource management as per slice-specific SLA.

There can be many different realizations of the inter-slice independent resource management. For example, from the perspective of physical radio resources of a TRP or a cell within a gNB, it can be partitioned in a fixed or semi-static way, guaranteeing the dedicated resource for each supported slice. This may simplify the signalling overhead and processing requirement in UE as it can monitor only the slice-specific control resources of its interest. However, this may result in inefficient usage of physical resources in unbalanced load situation or due to burst nature. On the other hand, dynamic resource partitioning may need UEs to read all the control resources with the gain of the efficient resource utilization. In RAN2 perspective, there is a trade-off in terms of signalling/processing overhead and resource utilizations. 

The current NR framework aims to support diverse verticals (eMBB, mMTC, uMTC, URLLC, etc.) with different requirements, incorporating different physical numerologies spanning over various carrier frequencies. Although RAN1 is progressing to standardize necessary numerologies, this does not mean that all gNBs deployed will support the same physical radio resources. Overall, depending on L1 antennas, power, numerologies, L2 configurations, fronthaul/backhaul transport, the slice types that can be supported by RAN can differ e.g. per each cell. Moreover, the optimal management may also depend on the current load status of the supported slices. 
Observation 3: There is a trade-off in terms of signalling/processing overhead and resource utilizations in the    inter-slice independent resource management, which may need to be optimized differently e.g. in each cell.
In any way, the overload or congestion in one slice should not be a bottleneck for other slices to guarantee the SLA of the supported slice. This implies that the access control mechanism in NR should also be considered in a slice-specific way. In LTE, Access class barring (ACB) mechanism has been standardized to selectively limit the load offered by the UEs under overload conditions. In NR, the similar but slice-specific ACB mechanism may be performed with the broadcast of the slice availability (out of the supported slices) through SIB. Or, the RACH preamble or resources can be differentiated for the slice-specific access control. As analyzed in [4], for such RACH access control, the UE will need to know which slice it is requesting access for and the SIB will need to be broadcasted with the relevant information.  

Observation 4: The slice-specific SLA guarantee requires the NR access control mechanism (such as ACB or RACH access control) to be slice-specific. In anyway, the SIB will need to be broadcasted with the relevant slice-related information. 

Proposal 1: Inter-slice independent resource management can be up to network implementation but RAN2 is asked to study the slice-specific access control mechanism in NR. 

We thus far discussed taking baseline that RAN’s slice support is cell-level granularity in NR. It is worth noting that different TRPs within a NR cell may have different slice support/availability if they have different physical capabilities. The question is then whether it is necessary to differentiate the slice support in TRP-level. With the TRP-level granularity, the slice-specific access control mechanism may have to be further differentiated per each TRP. This may not be desirable as it can significantly increase the slice-related SIB information to be broadcasted, the UE processing overhead or acquisition delay.

Proposal 2: RAN2 is asked to assume that the slice support in NR is cell-level and FFS if we need TRP-level granularity. 
4      Mobility Management
The baseline assumption from the above section is that each NR cell may support different slice types depending on various parameters. Some of the supported slices may not be available at some moment depending on the load situation and/or inter-slice independent resource management. 
The mobility management may need to jointly consider both the measured signal strengths and the slice availability. Assuming that two slices for eMBB and URLLC have been served by the source cell of a gNB, if the UE is handover to another cell (target) of different gNB that the URLLC slice cannot be supported or available at that moment, such latency-stringent service will be discontinued, which may not be desired.

Observation 5: The mobility management in NR supporting slicing may be beneficial to jointly consider the slice availability as well as the measurement.  
4.1     Idle/inactive-mode mobility

It would be inefficient if the selected NR cell cannot support the slice type that UE is requesting to during e.g. cell selection/reselection procedure. Since the mobility in idle/inactive-mode is UE-based, broadcasting the slice availability information through SIB may be beneficial. 

Observation 6: The idle/inactive-mode mobility is UE-based and thus broadcasting the slice availability information through SIB can be beneficial.

4.2     Connected-mode mobility

For the slice-specific connected-mode mobility support, RAN2 can consider the following two options regarding the measurement reporting. 

-
Option 1 (NR measurement reporting includes the slice availability): The NR measurement reporting may include slice availabilities of neighbor cells that are currently served to the UE. The advantage of this option is that the source cell does not have to communicate with the neighbors (potential target) regarding whether the UE’s currently served slices can be supported/available. Since the slice availability information needs to be broadcasted through SIB per each cell, the disadvantage is that it may significantly increase the measurement reporting size and the UE processing overhead or acquisition delay.

-
Option 2 (NR measurement reporting does not include the slice availability): The advantage of this option is that it does not require the slice availability broadcasting through SIB. One disadvantage may be that once the source receives the NR measurement reporting, it needs to know whether the UE’s currently served slices can be supported/available in the potential target or not. 
Considering that the beam-based operation (and thus measurement) is the baseline consideration in RAN1/RAN2 (where potentially the large number of beams or slices can be used in the future), increasing the measurement reporting size and the UE processing overhead or acquisition delay may not be desirable.
Note that Option 1 is unnecessary for intra-gNB handover. A gNB controls all TRPs and cells within, and thus it will know all the slice availabilities it needs to know about TRPs and cells that it controls. Including the slice availability information within the measurement reporting would not be required for the support of intra-gNB mobility.
For inter-gNB handover, the slice availability needs to be communicated through the Xn interface between different gNBs. But it may be resolved as part of the HO preparation or may rely on network configuration that enables a gNB to know which slices the neighboring gNBs can support. If Option 2 is used, then there may have no radio interface impacts.
Observation 7: For the connected-mode mobility, the SIB broadcast with slice availability is required to include those information in NR measurement reporting, which may increase the reporting size and the UE processing overhead or acquisition delay.
Observation 8: For the connected-mode mobility, NR measurement reporting need not include the slice availability information for intra-gNB handover. For inter-gNB handover, the slice availability may need to be communicated between gNBs but no radio interface impacts foreseen.   

Based on the above observations, the followings are proposed for the mobility management. 
Proposal 3: RAN2 is asked to agree that the SIB broadcast with slice availability information is needed for the idle/inactive mode.

5      Conclusion
Based on the above discussions, we have made the following observations and proposals. 
Observation 1: In NR supporting network slicing, the NSSAI (network slice selection assistance information) is expected to be transported via RRC (possibly with the temporary ID such as S-TMSI if allocated) for RAN’s routing of the uplink NAS messages. Such RAN’s routing is primarily based on the temporary ID and the NSSAI is the secondary. 

Observation 2: Network slicing poses additional restrictions for RAN to guarantee the inter-slice independence in radio resource management as per slice-specific SLA.

Observation 3: There is a trade-off in terms of signalling/processing overhead and resource utilizations in the    inter-slice independent resource management, which may need to be optimized differently in each cell.
Observation 4: The slice-specific SLA guarantee requires the NR access control mechanism (such as ACB or RACH access control) to be slice-specific. In anyway, the SIB will need to be broadcasted with the relevant slice-related information. 

Proposal 1: Inter-slice independent resource management can be up to network implementation but RAN2 is asked to study the slice-specific access control mechanism in NR. 

Proposal 2: RAN2 is asked to assume that the slice support in NR is cell-level and FFS if we need TRP-level granularity. 
Observation 5: The mobility management in NR supporting slicing may be beneficial to jointly consider the slice availability as well as the measurement.  
Observation 6: The idle/inactive-mode mobility is UE-based and thus broadcasting the slice availability information through SIB can be beneficial.

Observation 7: For the connected-mode mobility, the SIB broadcast with slice availability is required to include those information in NR measurement reporting, which may increase the reporting size and the UE processing overhead or acquisition delay.
Observation 8: For the connected-mode mobility, NR measurement reporting need not include the slice availability information for intra-gNB handover. For inter-gNB handover, the slice availability may need to be communicated between gNBs but no radio interface impacts foreseen.   

Proposal 3: RAN2 is asked to agree that the SIB broadcast with slice availability information is needed for the idle/inactive mode.
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