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1 Introduction

RAN#71 in March approved a 5G SID [1], whose initial aspect for RAN2 is to study the radio protocol architecture and procedures. According to the SID, New RAT targets a single technical framework addressing diverse usage and deployment scenarios defined in TR38.913 [2] including eMBB, mMTC and URLLC.
This contribution aims to identify requirements and enhancements on L1/L2 for supporting the wide range of services in NR.
2 Discussion
2.1 Background

Network slicing is one of the key issues being discussed in SA working groups. It will enable operators to create networks customised to provide optimized solutions for different market scenarios which demand diverse requirements [3][4]. 3rd party service providers (enterprises/content providers/ …) will be able to use virtual networks which share the same physical network infrastructure – reducing costs and energy consumption of deploying and operating separate physical networks.
Different service providers, as customers of network operators, may be viewed as different tenants of the network. Eligibility of each tenant for certain slice type(s) would be governed by service requirements – based on service level agreement (SLA) – and subscriptions.
For UEs subscribed to multiple number of services whose traffic in the network comes to and from different network slices, the following scenario is under discussion for support of multiple slices per UE in SA2 [4].
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Figure 1. Scenario for Support of Multiple Network Slices

2.2 RAN Support for network slicing
With end-to-end slicing, vertical industries, over-the-top (OTT) service providers or mobile operators may each want to manage RAN slice as if it has a separate dedicated RAN, even though the physical network and common resources such as radio resources and infrastructure are shared.

To support network slicing in RAN, it has been agreed that the following principles apply to NR radio interface [5]: 

· RAN awareness of slices: differentiated handling of traffic for different slices

· Selection of RAN part of network slice

· Resource management between slices (policy enforcement between slices as per SLA)
· It should be possible for a single RAN node to support multiple slices. 

· The RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.

· QoS differentiation within a slice

· Selection of CN entity (initial selection for initial routing of uplink messages)

· Resource isolation between slices (by means of RRM policies and protection mechanisms)
· Should avoid the shortage of shared resources in one slice breaking the SLA for another slice 
· It should be possible to fully dedicate RAN resources to a certain slice

Among the principles, selection of CN entity is supported by gNB based on the slice information (NSSAI: Network Slice Selection Assistance Information) added in AS and NAS signalling’s when the UE attaches the network or adds an additional network slice. QoS differentiation within a slice and resource management between slices can be a scheduling issue, and the scheduler could manage different QoS in radio bearer level that is configured based on PDU session IDs and QoS flow IDs added to packets by CN.
Proposal 1.
QoS differentiation within a slice and resource management between slices can be a scheduling issue, and the scheduler could manage different QoS in radio bearer level
RAN support for resource isolation between slices needs further investigation as RAN resource will be shared among slices, and each service provider would prefer to secure RAN resource based on SLA. Other issues such as RAN awareness of slices and selection of RAN part of network slice may depend on the need of RAN resource isolation and detailed RAN protocol design to support it. A scenario where RAN resource is shared among two network slices, and two UEs are connected to the RAN node is described in the following figure to facilitate further discussion.
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Figure 2. An example scenario with shared RAN resource between network slices
Management of Shared Resources for Connected Mode
In general, isolation of user plane traffic between different slices may be handled by scheduling decision. For cases where one UE needs to support data to/from multiple network slices (UE1 in Figure 2), DRB can be configured in service-aware manner.

In [6] it was highlighted that different L1 configurations (e.g. numerology) and/or L2 functionalities (e.g. MAC/RLC/PDCP parameters) can serve traffic for different slices, although this does not imply that there is a dedicated 1-to-1 mapping between a physical resource component of a particular numerology to a network slice. If different slices are mapped to different physical layer numerologies, the resource isolation between the slices is naturally supported in time-frequency resources configured for different numerologies.
If DRBs corresponding to more than one network slices are configured and mapped to a single physical layer numerology, resource isolation between the slices should be guaranteed by the scheduler as explained above.

Observation 1.
The resource isolation between the slices mapped to different physical layer numerologies is naturally supported in different time-frequency resources.

Observation 2.
The resource isolation between the slices mapped to the same physical layer numerologies is up to gNB scheduler.

As in LTE, downlink scheduling is up to gNB scheduler. The gNB can make a MAC PDU with an amount of data from slices (mapped to the same numerology) based on scheduling policy and SLAs. On the other hand, resource management in the uplink can be facilitated by logical channel prioritisation at MAC. If the LCP is designed as in LTE, i.e. a static guaranteed bit rate per DRB, it could limit UL resource scheduling among slices mapped to the same physical layer numerology. For example, when slice A is generating quite some amount of UL data from UEs, the gNB may need to schedule UL transmission of slice B more than the slice A to guarantee proper resource isolation and sharing among the slices from system perspective. UL LCP needs to be designed to manage the situation properly (discussed in detail in [7]), and the need of additional complementary scheduling information (describing which slice needs to be main UL transmission) in UL grant should be studied further.
Proposal 2.
Resource management in the uplink can be facilitated further by logical channel prioritisation among slices. The need of additional scheduling information in UL grant is FFS.
Management of Shared Resources for Initial Access
In addition to the consideration for connected mode, protection of resources used for each slice should also apply when UE makes access to the RAN node. For slices mapped to different physical layer numerologies, again the resources are naturally isolated in time-frequency domain. Therefore, resource isolation between slices mapped to the same physical layer numerology is only discussed here. Taking LTE design as a baseline, two ways can be considered:

1) Access control based on barring mechanism
In NR, overload in one network slice should not affect the service for another network slice that may be using shared radio resources. As in LTE, barring mechanisms should be investigated to prevent such scenario. This means that NR access barring design would need to be aware of slice information.
Proposal 3.
RAN protocol should consider slice-aware access control to ensure RAN resource isolation among network slices.

In this approach, UEs with different service types and corresponding slices access the gNB in the same PRACH resource. And, the gNB cannot identify the service type triggered the initial access based on the received PRACH preamble. As a result, the gNB cannot differentiate scheduling of message 2 and 3 between different service types until it receives network slice information in message 3. It is FFS whether differentiating message 2 and 3 between slices would be practically needed.
2) Isolation of radio access resource in access stratum
PRACH separation can take place in the time-frequency resource domain, or preamble space. If the PRACH separation is supported, it can be beneficial for preventing blockage or contention when there is overload of random access attempts for a particular network slice.
Proposal 4.
RAN protocol should consider separation of physical resource for initial access among slices to ensure RAN resource isolation.

However, configuring PRACH resource for all the supported network slices at gNB would not be practical since it would not be resource efficient both from gNB and UE perspectives and add system information overhead to broadcast the PRACH configuration information. Therefore, configuration of separate PRACH resource needs to be minimized, and slice-aware access control should be used together.
3 Summary
In this contribution the following observations and proposals are made for RAN2 to consider:
Observation 1.
The resource isolation between the slices mapped to different physical layer numerologies is naturally supported in different time-frequency resources.

Observation 2.
The resource isolation between the slices mapped to the same physical layer numerologies is up to gNB scheduler.

Proposal 1.
QoS differentiation within a slice and resource management between slices can be a scheduling issue, and the scheduler could manage different QoS in radio bearer level
Proposal 2.
Resource management in the uplink can be facilitated further by logical channel prioritisation among slices. The need of additional scheduling information in UL grant is FFS.
Proposal 3.
RAN protocol should consider slice-aware access control to ensure RAN resource isolation for network slices.
Proposal 4.
RAN protocol should consider separation of physical resource for initial access among slices to ensure RAN resource isolation.
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