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1 Introduction
In the latest V2X WID revised in RAN #73, congestion control of PC5-based V2X has been added as one of the objectives which should be studied by RAN2 [1]
	<Text Removed Here>
a) Support of inter-PLMN for both PC5 and Uu (Note: Depending on the solutions, the specification(s) may or may not be impacted) [RAN2, RAN3, RAN1]
b) Congestion control for PC5-based V2X including load balancing across multiple carriers [RAN1, RAN2, RAN4]

c) Remaining enhancement to sidelink synchronization including SLSS-based synchronization and offset to shift the DFN #0 w.r.t the reference timing derived from GNSS [RAN1, RAN2, RAN4]
<Text Removed Here>


In this contribution, therefore, we discuss potential RAN2 impacts to be introduced by congestion control of PC5-based V2X, as well as provide related solutions from a RAN2 perspective.
2 Discussion 
There are some high-density scenarios which can be quite commonly seen for V2X communication (e.g. traffic jam, intersection, rush hour, etc). With V2X messages being generated continuously and possibly with high frequency (e.g. CAM, 10 Hz), it is likely that in these typical high-density scenarios, a huge number of V2X messages will be transmitted. This may exceed the maximum capacity of the limited V2X resources and further result in severe congestion.  

To address such potential congestion in high-density cases, both ETSI ITS and SAE have specified a so-called decentralized congestion control (DCC) mechanism with 802.11p being used within the access layer. Towards this end, it is suggested that PC5-based V2X should also develop a congestion control mechanism in order to provide comparable or superior performance to that of 802.11p in high-density scenarios. 
However, DCC is an application layer based congestion control mechanism, where the application layer will adjust the generation frequency of V2X messages based on a so-called channel busy ratio (CBR) that is used to reflect the channel congestion situation, and is provided by the access layer of the UE. Besides, according to EU regulations for V2X frequencies, currently DCC is required only when 802.11p functions as the access layer technology. Hence, DCC need not also be applicable for LTE-based V2X, so that one should not assume that a DCC function is always present in the upper layers of PC5-based V2X, even though a similar concept of CBR is defined by RAN1 as well. Hence, we think that an AS layer based congestion control mechanism is also needed for PC5-based V2X. 
Observation 1: DCC mechanism is a required feature only for 802.11p, i.e., it may not be applicable for LTE V2X.

Proposal 1:  An AS layer based congestion control mechanism should be supported for PC5-based V2X. 
Now we discuss some potential enhancements on how to conduct congestion control for PC5-based V2X at the AS layers, respectively for scheduled resource allocation (Mode 3) and UE autonomous resource selection (Mode 4).  For Mode 3, it is the eNB that schedules the sidelink resources for the UEs. Therefore, according to the actual traffic load reported by the UEs, it can adjust the specific amount of sidelink resources allocated to each Mode 3 UEs it supports, so as to reduce congestion accordingly. How the eNB adjusts sidelink resource allocation for Mode 3 UEs to avoid congestions is up to eNB implementation. 
Proposal 2: For Mode 3, the eNB can adjust the sidelink resources scheduled to each UE so as to avoid potential congestion according to the actual traffic load reported by Mode 3 UEs. The details can be left to eNB implementation. 
Compared with Mode 3, congestion may be a more prominent problem for Mode 4 in that frequent resource collisions may occur as the density of vehicles becomes higher. This may eventually lead to severe congestion dramatically degrading V2X transmission performance. Furthermore, SA2 in their LS [2] confirmed that there will be no UE-AMBR for Mode 4, which means that from the perspective of UE subscription, no limitation on the transmission rate will be imposed on Mode 4 UEs. This may further increase the risks for congestion to happen, since the UEs may select arbitrarily large sidelink grants each time, without any limitation. 
Generally speaking, therefore, the network should have some mechanism to effectively tackle the congestion problem for Mode 4 UEs in case of high density scenarios. Since the CBR has been defined by RAN1 to reflect the resource load measured by a UE, those UEs in RRC_CONNECTED with Mode 4, may be requested to report the CBR measured for the sidelink, so that the eNB can adjust the resource pools as well as other transmission parameters (e.g. MCS, Tx power, bit rate, etc.) configured to each UE accordingly. This could reduce resource collisions and thus alleviate congestion. Specifically, the reporting of CBR can be configured by the eNB (e.g. along with measurement reporting). 
Proposal 3: A UE in RRC_CONNECTED with Mode 4 may be configured by the eNB to report the CBR it measures, based on which the eNB can adjust the resource pools as well as other transmission parameters (e.g. MCS, Tx power, rate, etc.) configured to this UE to alleviate potential resource collision and congestion.
By contrast, for RRC_IDLE UEs, the eNB may configure a list of CBR ranges each of which is further associated with a set of maximum allowed transmission parameters (e.g. bit rate, Tx power, MCS, etc.) via the SIB. When finding its own CBR to be within a particular CBR range, an RRC_IDLE UE is only allowed to transmit PC5-based V2X with the allowable transmission parameters  associated with this specific CBR range. This in turn may limit the size of sidelink grants selected and/or transmit power to be used by each UE, and thus decrease possibility of collision and potential congestion. 
Proposal 4: For RRC_IDLE UEs, the eNB may configure via the SIB a list of CBR ranges each of which is associated with a set of maximum allowed transmission parameters (e.g. bit rate, Tx power, MCS, etc.). If a UE’s CBR is within a particular CBR range, it is only allowed to transmit PC5-based V2X within the associated allowed transmission parameters, so as to alleviate potential congestion. 
Moreover, we think that different PPPPs of the V2X messages may need to be configured with different allowable transmission parameters in the case of congestion control. Therefore, we think that those transmission parameters adjusted for congestion control (e.g. bit rate, Tx power, MCS, etc.), as in above Proposal 3 and 4, may be configured in a PPPP-specific way, which mean that each PPPP may be respectively configured with an associated set of allowable transmission parameters. 
Proposal 5: The allowable transmission parameters adjusted for congestion control (e.g. bit rate, Tx power, MCS, etc) may be configured by the eNB in a PPPP-specific way, i.e. each PPPP may be configured with an associated set of allowable transmission parameters respectively. 
We may further need to pay attention to the specific case where Mode 4 UEs have lost their GNSS signals. This is because we introduced the zone-based Mode 4 operation, which highly depends on the geo-location UEs actually obtained from GNSS, in order to avoid potential resource collisions among nearby UEs. 
However, the signal of GNSS is not always available for a UE, e.g. when the GNSS signal is blocked by city buildings or mountains sometimes. Especially, a number of UEs may lose their GNSS signals simultaneously when they are going through a tunnel, which is, however, a rather typical scenario for V2X communication. 
According to current specification, a UE calculates its Zone_id based on the latest geo-location it obtained from GNSS, if zone-based Mode 4 operation is (pre-)configured; but a UE in a tunnel may only have the geo-location at the tunnel entry before it actually moves inside the tunnel as its latest geo-location. Therefore, in the case that the zone-based Mode 4 operation is (pre-)configured, there is a risk that all the UEs in the tunnel may actually calculate the same Zone-id based on the very close geo-location(s) acquired at the tunnel entry, so that these UEs may inappropriately select the same resource pool as per the current specifications, which may accordingly lead to severe congestion, while leaving other resource pools unused which by contrast results in resource underutilization .
Observation 2: For zone-based Mode 4, a UE whose GNSS signal is lost may have to use an obsolete geo-location it obtained (e.g. latest available in the past) to calculate the Zone-id. This may make UEs in different zones improperly select the same pool and further result in congestion problem (e.g. in the tunnel).  

To address the above problem on congestion when GNSS signals are lost, one simple option is to let the UEs randomly select a resource pool to transmit in when they detect the lose of GNSS signals., This would prevent these UEs from congesting into one single pool as discussed above. As another possible solution, a UE may be (pre-)configured with an exceptional resource pool to be used in the case of the lose of GNSS signals. Such an exceptional resource pool may be separate from the exceptional pools already provided in the current specifications, and may be configured as large as covering all those zone-based pools, in order to avoid as much as possible the potential congestion among UEs that have lost their GNSS signals. 
Proposal 6: RAN2 is suggested to consider the following two options to avoid potential congestion for zone-based Mode 4 operation, when the UEs’ GNSS signals are lost (e.g. in the tunnel): 

· Option 1: a UE  may randomly select a resource pool to transmit in;

· Option 2: a UE may be configured with a separate exceptional resource pool (e.g., as large as covering all zone-based pools) for UEs to use in case of GNSS signal lost.

3 Conclusion
This contribution discusses how to support the QoS for PC5-based V2X transport. Some proposals are proposed as follows. 

Observation 1: DCC mechanism is a required feature only for 802.11p, i.e., may not be applicable for LTE V2X.

Observation 2: For zone-based Mode 4, a UE whose GNSS signal is lost may have to use an obsolete geo-location it obtained (e.g. latest available in the past) to calculate the Zone-id. This may make UEs in different zones improperly select the same pool and further result in congestion problem (e.g. in the tunnel).
Proposal 1:  An AS layer based congestion control mechanism should be supported for PC5-based V2X. 
Proposal 2: For Mode 3, the eNB can adjust the sidelink resources scheduled to each UE so as to avoid potential congestion according to the actual traffic load reported by Mode 3 UEs. The details can be left to eNB implementation. 

Proposal 3: A UE in RRC_CONNECTED with Mode 4 may be configured by the eNB to report the CBR it measures, based on which the eNB can adjust the resource pools as well as other transmission parameters (e.g. MCS, Tx power, rate, etc.) configured to this UE to alleviate potential resource collision and congestion.
Proposal 4: For RRC_IDLE UEs, the eNB may configure via the SIB a list of CBR ranges each of which is associated with a set of maximum allowed transmission parameters (e.g. bit rate, Tx power, MCS, etc.). If a UE’s CBR is within a particular CBR range, it is only allowed to transmit PC5-based V2X within the associated allowed transmission parameters, so as to alleviate potential congestion. 

Proposal 5: The allowable transmission parameters adjusted for congestion control (e.g. bit rate, Tx power, MCS, etc) may be configured by the eNB in a PPPP-specific way, i.e. each PPPP may be configured with an associated set of allowable transmission parameters respectively.
Proposal 6: RAN2 is suggested to consider the following two options to avoid potential congestion for zone-based Mode 4 operation, when the UEs’ GNSS signals are lost (e.g. in the tunnel): 

· Option 1: a UE  may randomly select a resource pool to transmit in;

· Option 2: a UE may be configured with a separate exceptional resource pool (e.g., as large as covering all zone-based pools) for UEs to use in case of GNSS signal lost.
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