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1
Introduction
Network slicing concept is introduced in NR with purpose of meeting various requirements from vertical services with diverse performances e.g. eMBB, URLLC and mMTC services. [1]. The last SA2 #117 [1] has made the following slice-related interim agreements related to RAN2:
-    A UE may provide network slice selection assistance information (NSSAI) consisting of a set of parameters to the network to select the set of RAN and CN part of the network slice instances (NSIs) for the UE. 

a) The NSSAI can have standard values or PLMN specific values for the slice/service type.

b) The UE may store a configured NSSAI per PLMN.

c) If the UE stores NSSAI for the ID of the PLMN that the UE accesses, the UE provides NSSAI in RRC and NAS. 

-
The NSSAI indicates slice/service type(s), which refers to the expected network behaviour in terms of features and services. The RAN uses NSSAI for routing the initial access to a CCNF (see bullet 4 for CCNF definition). 

-
The UE may provide NSSAI in RRC and NAS that is complementing the slice/service type(s) further by differentiation for selecting from the potentially multiple network slice instances that all comply with the indicated slice/service type(s). 

-
If the UE doesn’t store any Accepted NSSAI for the ID of the PLMN that the UE accesses, the UE provides the configured NSSAI in RRC and NAS, if the UE stores a configured NSSAI. The UE provides the NSSAI configured for the PLMN, if it has one. Otherwise, it provides a configured default NSSAI, if it has one. RAN uses NSSAI for routing the initial access to a CCNF. If the If the UE doesn’t store any NSSAI for the ID (Accepted or configured) of the PLMN that the UE accesses and also no configured default NSSAI, the UE provides no NSSAI in RRC and NAS, and the RAN sends NAS signalling to a default NF.

-
After (initial) slice selection, attachment provides the UE with a Temp ID that is provided by the UE in RRC during subsequent accesses to enable the RAN to route the NAS message to the appropriate CCNF, as long as the Temp ID is valid. In addition the serving PLMN may return an Accepted NSSAI that the UE stores for the PLMN ID of the serving PLMN. If the UE stores an Accepted NSSAI for the PLMN ID of the serving/selected PLMN, it indicates this one always, when NSSAI needs to be indicated. 

Editor's Note: whether NSSAI is needed in addition may depend e.g on using it for RAN behaviour, which is FFS 

-
For enabling routing of a TA update request the UE includes always Accepted NSSAI and a complete Temp ID in RRC, 
-     If a network deploys network slicing, then it may use UE provided network slice selection assistance information to select a network slice. In addition, the UE capabilities and UE subscription data may be used.
At the same time, several key principles of supporting of network slicing in RAN have been embodied in RAN3 TR [2]. 
RAN awareness of slices
-
RAN shall support a differentiated handling of traffic for different network slices which have been pre-configured. How RAN supports the slice enabling in terms of RAN functions (i.e. the set of network functions that comprise each slice) is implementation dependent. 
Selection of RAN part of the network slice
-
RAN shall support the selection of the RAN part of the network slice, by a slice ID provided by the UE which unambiguously identifies one of the pre-configured network slices in the PLMN.
Resource management between slices
-
RAN shall support policy enforcement between slices as per service level agreements. It should be possible for a single RAN node to support multiple slices. The RAN should be free to apply the best RRM policy for the SLA in place to each supported slice.
Support of QoS
-
RAN shall support QoS differentiation within a slice.

RAN selection of CN entity
-
RAN shall support initial selection of the CN entity for initial routing of uplink messages based on received slice ID and a mapping in the RAN node (CN entity, slices supported). If no slice ID is received, the RAN selects the CN entity based on NNSF like function, e.g. UE temporary ID.
Resource isolation between slices
-
RAN shall support resource isolation between slices. RAN resource isolation may be achieved by means of RRM policies and protection mechanisms that should avoid that shortage of shared resources in one slice breaks the service level agreement for another slice. It should be possible to fully dedicate RAN resources to a certain slice.
Slice availability
 -
Whether a network slice is considered as a service and whether network slices are available over different cells of the RAN in a scattered or continuous way needs to be studied. As an example, the effects of network slice availability over idle and connected mode mobility shall be analysed.
In addition to the principles adopted in RAN3, in this contribution, we intend to introduce the concept and identify key issues related to RAN2 which affect supporting network slicing in RAN, in order to be aligned with RAN3 and SA2 progress.
2
Discussion
SA2 has adopted the definition of network slice into TR23.799 as follows [2],
Network slice is a complete logical network (providing Telecommunication Services and Network Capabilities) including AN and CN. Whether RAN is sliced is up to RAN WGs to determine.
Hence, complete E2E network slices are deemed to involve both RAN domain and CN domain. 
2.1
Differentiated handling of services for slices
RAN3 has agreed on RAN awareness of network slices for different treatment of traffic from different network slices [3]. This allows the radio interface to support different requirements of different use cases, in terms of data rate, latency, reliability, power consumption, etc. Furthermore, RAN1 has made agreements on allowing the use of multiple numerologies and flexible frame structure [4]. 
· For the study of NR, RAN1 assumes that multiple (but not necessarily all) OFDM numerologies can apply to the same frequency range
· Specification supports multiplexing numerologies in TDM and/or FDM within/across (a) subframe duration(s) from a UE perspective

In addition, L2 handling is required to provide configurations and functions tailored to particular requirement of a service or a network slice. For instance, HARQ configurations can be different for URLLC and eMBB services having different TTI lengths. With the support of multiple numerologies, it should be possible to have different numerology/frame structure and L2 configurations for various network slices. 
Observation 1: Different services or network slices may require different L1 and L2 configurations. 
Proposal 1: It should be possible to have different L1 and L2 configurations for various network slices.
2.2
Network slice selection 
SA2 has agreed that the UE may provide NSSAI to the network that can be used to select an appropriate network slice instance (NSI) for the differentiated service per PLMN. RAN uses NSSAI for routing the initial access to a suitable CN entity. In some cases, NSSAI may include a slice identifier, e.g. a network slice type ID or multi-dimensional descriptor (MDD) that can be used by the RAN to identify a pre-configured network slice. During the initial access, the UE should include the NSSAI in an RRC message that could be forwarded by the RAN to the CN entity associated with the slice identifier if stored in UE. After the UE has registered with the network, a temporary ID may be assigned to the UE by the selected CN entity, and it would be used for RAN to forward the uplink traffic according to the received UE temporary ID. It is FFS whether the NSSAI is still needed after a temporary ID has been assigned to the UE. NSSAI may be still needed in case the temporary ID is invalid in the camped cell. The RAN uses the received NSSAI to select a CN entity for uplink routing.
Proposal 2: UE should be able to provide assistance information for network slice selection in RRC message.

2.3
Efficient multiplexing for resource management
According to agreement of resource management from RAN3, a single RAN node may support multiple network slices and both shared and dedicated RAN resources are possible to a certain slice. In NR, multiple network slices are supported within a common framework and infrastructure. Each network slice is probably designed for a particular purpose with specific requirements. The simplest way of achieving this is to partition radio resources in a static way for each slice. However, such static-split of radio resource would lead to inefficiency if one network slice is overload and the other one is empty. The important part regarding radio resource usage is that RAN should maximize radio resource utilization. In the last RAN2 meeting, L2 handling in support of multiple numerologies has been agreed [5].

· The eNB should have means to control which logical channels the UE may map to which numerology and/or TTIs with variable duration. Details FFS (e.g. whether semi-static or dynamic, hard split/soft split, etc)

· A UE can support multiple numerologies from a single cell. FFS whether this is modelled as 1 or multiple MAC entities.
Therefore, L2 protocols need to support the efficient multiplexing of different slices (e.g. different numerologies, TTI length) on shared radio resources and impacts on L2 handling should be studied. In particular, dynamic multiplexing of traffic from different network slices would improve the utilization of the radio resources. 
Proposal 3: L2 protocols should allow efficient multiplexing of traffic from different network slices on shared radio resources.
2.4
Resource isolation between slices
In case radio resources are shared among multiple network slices, RAN3 has agreed to introduce protection mechanisms to ensure that the congestion in one slice does not negatively impact the performance of another slice. Similarly, RAN2 should also study mechanisms to achieve the resource isolation between slices. For example, RACH resource isolation between different slices may need to be considered. Security isolation is proposed by SA2 and its impact on RAN should also be analysed. In addition, access class barring mechanisms on a per-slice basis, like ACDC-like solutions where ACB parameters are specific to slices, may be required. Congestion control, e.g., slice specific AS (enhanced) wait timer could be enabled when the RRC connection is released /rejected.
Proposal 4: Resource isolation between network slices should be supported for, e.g., security isolation, access channel isolation, access barring and congestion control on a per-slice basis.
2.5
Slice availability and discovery
According to the newly added principle on slice availability in RAN3 [3], a RAN node/cell may not deploy all pre-configured network slices. In this case, slice-level mobility should be supported, where both IDLE and CONNECTED mode mobility may be affected,
· IDLE mode: UE should camp on a cell on which network slice association request can be performed.
· CONNECTED mode: a proper target cell should be selected for handover, so that service continuity of a network slice can be maintained.
Proposal 5: Slice availability and discovery should be supported in RAN so that service continuity of a network slice can be maintained.
 3
Conclusions
This contribution discusses key issues for support of network slicing in RAN from the RAN2 perspectives. We advise RAN2 to adopt the following proposals to be aligned with RAN3 and SA2 progress.

Proposal 1: It should be possible to have different L1 and L2 configurations for various network slices.
Proposal 2: UE should be able to provide assistance information for network slice selection in RRC message.
Proposal 3: L2 protocols should allow efficient multiplexing of traffic from different network slices on shared radio resources.
Proposal 4: Resource isolation between network slices should be supported for, e.g., security isolation, access channel isolation, access barring and congestion control on a per-slice basis.
Proposal 5: Slice availability and discovery should be supported in RAN so that service continuity of a network slice can be maintained.
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Annex: text proposal for TR 38.804

X
RAN support of network slicing
Editor’s note: intended to capture radio interface protocol impacts to enable network slicing, if any.

In terms of differentiated handling of services of network slices:

-
It should be possible to have different L1 and L2 configurations for various network slices. 
In terms of network slice selection procedures:

-
UE should be able to provide assistance information for network slice selection in RRC message. 
In terms of resource management:

-
L2 protocols should allow efficient multiplexing of traffic from different network slices on shared radio resources.

In terms of resource isolation between slices:

-
Resource isolation between network slices should be supported for, e.g., security isolation, access channel isolation, access barring and congestion control on a per-slice basis. 

In terms of slicing availability:

-
Slice availability and discovery should be supported in RAN so that service continuity of a network slice can be maintained.
