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1. Introduction
QoS control has always been an important feature during the 3GPP’s study of a new radio access system. SA2 has set the study of the QoS framework as a key issue for the new generation system from the very beginning [1]. 
During the past RAN2#93bis meeting, the issue of QoS control in RAN has been raised up by some companies and been discussed based on [2]. In this contribution, the latest progress in SA2 will be briefly introduced and then how to perform QoS control in RAN will be further discussed.
2. Latest progress on QoS framework in SA2
Generally, from SA2’s point of requirement, the QoS framework in next generation should enable to provide the wide range of existing and (future) emerging use cases/services. Based on this general requirement, SA2 has concluded the following principles for the searching of solutions [1]:
-
Solution for QoS framework should allow ease of reuse of Next Generation core for various access technologies (i.e. 3GPP access, non-3GPP access).
-
Solution for QoS framework should allow independent evolution of core and access technologies (i.e. 3GPP access, non-3GPP access).
-
Solution for QoS framework within NextGen core network is not access specific.
-
Solution for QoS framework enables optimal service level quality as per application needs, optimizing network capacity utilization.
As is known, the QoS frameworks in the legacy 3GPP defined systems are all of CN and RAN dependent design with high signaling, delay cost if to achieve much finer granularity QoS differentiation. Take the QoS framework in LTE as an example, the QoS is controlled in a bearer-spanned manner, bearer spanned from CN to eNB (S5/S8 bearer,S1 bearer)  to UE (Radio Bearer). The bearers in CN and RB (Radio Bearer) in RAN are of one to one mapping. 
An EPS bearer is the level of granularity for bearer level QoS control. CN can aggregate traffic flows onto the same EPS bearer and all traffic flows mapped to the same EPS bearer receive the same bearer level packet forwarding treatment. Then CN assigns the bearer level QoS parameter to RAN and what RAN can do is just accepting or rejecting the requested bearer from CN, establishing/modifying/releasing RBs (Radio Bearer) and performing RB level QoS control on the air interface correspondingly. With this bearer-spanned QoS framework, a dedicated bearer should be established when any QoS-differentiated traffic other than the existing established bearers are coming. It will bring significant high signalling overhead and may not be time efficient for some kinds of services.
To overcome the shortcoming of the legacy QoS frameworks, 3 potential solutions have been discussed and captured in the SA2’s TR (refer to 23.799 v040 [2] for detail information). Despite of the architecture and detail procedure difference of the 3 solutions, a common dominant trend is that some flow/application level QoS parameters will be adopted in CN. In this context, it can be inferred that some kind of flow/application level QoS control and enforcement will be performed in CN instead of the existing EPS bearer level QoS control and enforcement.
Observation1: A common dominant trend out of the 3 potential captured QoS solution in SA2 is that some flow/application level QoS parameters will be used in CN. And correspondingly, it can be inferred that some kind of flow/application level QoS control and enforcement will be performed in CN instead of the existing EPS bearer level QoS control and enforcement.
3. QoS control in RAN
In this section, the existing RB-based RAN QoS control mechanism in LTE will be introduced first. Then the possibility of extending the Prose-like dynamic LCHs on PC5 interface in the NR will be analysed. And finally, a RAN QoS control framework will be illustrated with the RB-like concept (e.g. NR-RB) retained.
3.1 RB-based RAN QoS control in LTE
According to the established EPS bearers’ information from CN, the corresponding RBs will be established in RAN. Fig. 1 illustrates the RB-based RAN QoS control in LTE. Each RB is associated with one PDCP entity, one RLC entity (e.g. uni-directional) and one logical channel (LCH). And the parameters of the RB associated PDCP entity/RLC entity/logical channel (e.g. logical channel priority, PBR, BSD, discard timer) will be configured considering the received one to one mapped bearer level QoS parameter from the CN. Take the uplink transmission for instance. NAS layer will map the received flow packets to the corresponding RB’s PDCP entity. And as we know, LTE is a schedule-based system. When receiving a scheduling from the lower layer, the MAC layer in UE will perform logical channel priority (LCP) processing for all the established logical channels and may multiplex data from different LCHs in a same MAC PDU (same operation in the eNB for downlink transmission). 
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Fig. 1 RB-based RAN QoS control in LTE
Schedule-based system has been approved to be considerably advantageous and efficient comparing with non-schedule-based system. It makes sense to keep using the “practice proven” technology. Provided to keep using the schedule-based design in the NR RAN, the Token Bucket based LCP handling between different LCHs or between diverse upper layer service flows for a scheduling opportunity should be considered anyway no matter how the QoS control is performed.
In addition, for the schedule-based system, the scheduler will schedule considering the overall radio resource usage, radio link quality etc. Thus it’s not often the case that datum from one single LCH or service flow can always fit into one transmitting opportunity. So multiplexing for different LCHs or diverse upper layer service flows should be considered unavoidably no matter how the QoS control is performed.
Proposal 1: It makes sense to keep using the “practice proven” schedule-based technology in the NR.

Proposal 2: Provided to keep using the schedule-based design in the NR, the Token Bucket based LCP and multiplexing for different LCHs or diverse upper layer service flows should be considered anyway no matter how the QoS control is performed.

3.2 Possibility of extending the Prose-like dynamic LCHs in the NR 
During the discussion on support differentiated prioritised services for Public Safety communication in D2D, e.g. to prioritise the MCPTT communication, a connectionless or said bearerless mechanism is adopted. No bearer is established in advance. Dynamic LCHs or queues will be setup per priority instead. The priority is provided with the upper layer’s data (e.g. data from application).
The connectionless/bearerless dynamic LCHs mechanism is adopted on PC5 interface only to support Public Safety communication, such as the most typical MCPTT. For Public Safety communication, the service varieties are less and the traffic data rate is small. In addition, the network does not have any knowledge about what kinds of service will be sent and what LCHs will be established on PC5. So up to R13, the fact is that on PC5 interface , there is no complete QoS support as in traditional 3GPP defined system apart from the above mentioned priority handling. The MAC entity just selects the MAC SDUs from higher to lower priority to transmit without performing the Token Bucket process as in LTE. That is, no LCP related parameters (BSD, PBR, Logical Channel priority etc.) have been configured in this connectionless mechanism. 
In addition, with less service varieties and small data rate, only RLC UM mode is supported on PC5 interface. RLC UM mode with no Token Bucket based LCP, few PDCP/RLC/MAC parameters are needed and all these parameters are specified in the specification or just left to UE implementation, with no configuration signalling on PC5 interface.
Observation 2: There’s no complete QoS support apart from the simple priority handling on PC5 interface, with no Token Bucket based LCP parameters configured.
Observation 3: Only RLC UM mode is supported with no UP entity parameters configured through PC5 interface.
While for the NR, not only the existing wide range of services but also the various future emerging services should be supported [1][3]. So there’s no doubt that just reusing the existing Prose-like dynamic LCHs as it is in the NR is neither sufficient nor reasonable. To achieve the above indicated NR target, the Prose-like dynamic LCHs mechanism shall be enhanced. The holistic QoS control instead of just the simple priority handling should be supported, at least to encompass the following:
· Both RLC UM and AM should be supported depending on diverse service requirements;
· Token Bucket based LCP should be supported;
To realize the above functions, whenever an independent LCH is needed for a specific service flow, there should be a separated buffer, a holistic and independent managed transmitting/receiving window. In this way, all the retransmission, reordering related parameters used as in the existing RLC entity should be configured. And also all the LCP related parameters used as in the existing MAC entity should be configured at least for the uplink transmission. In addition, the UE should be informed or configured to which LCH each service flow should be mapped on. So in this sense, an independent RLC and independent LCH as for each RB today is actually setup and thus in fact it turns out to be the RB-based QoS control as we use today. 
Observation4: If to expand the Prose-like dynamic LCHs in the NR, the enhanced mechanism itself in essence turns out to be the RB-based QoS control as used today.
Based on the analysis above, even though some kind of varied or new mechanism, e.g. the Prose-like dynamic LCHs mechanism other than the RB-based QoS control will be introduced. The LCP and multiplexing like mechanism shall be designed anyhow, which will make no essential difference comparing with the today’s RB-based QoS control in RAN. Thus, we propose that the RB-based QoS control is kept in the NR. Here, according to the user plane architecture and protocol design in the NR, e.g. as analysed in [4], it can be a NR-RB.
Proposal3: The RB-based QoS control is kept in the NR. Here, according to the UP architecture and protocol design in the NR, it can be a NR-RB.
3.3 Overview of the NR-RB based RAN QoS control framework
Based on observation1 and proposal3, Fig. 2&Fig. 3  illustrate two possible overview of the NR-RB based RAN QoS control framework.
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Fig. 2 NR-based RAN QoS control framework (option1)
For option1, the proposed NR-based RAN QoS control framework encompasses the following steps:
· Step1 (QoS profile receiving from CN). The QoS profile will be per-flow or per-application most probably according to obervation1. The contents of the QoS profile are up to SA2’s decision;

· Step2 (NR-RB establishment). Establish NR-RB based on the received QoS profile from CN and/or default specified QoS profile. After the configuration, the NR-RB related UP entities can be left un-enabled;
· Step3 (QoS class identification). Identify the QoS class by inspecting the received data packet from CN; 

· Step4 (NR-RB enabling and mapping, or NR-RB mapping). Map the received data packet onto the corresponding NR-RB, based on the established NR-RB information (NR-RB and the mapped Qos class) & the identified QoS class. If it is the first data packet mapped onto the NR-RB and if the NR-RB is left un-enabled after establishment, the NR-RB will be enabled first, that is to initialize the UP related entities; 
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Fig. 3 NR-based RAN QoS control framework (option2)
For option2, the proposed NR-based RAN QoS control framework encompasses the following steps:

· Step1 (QoS profile receiving from CN). The QoS profile will be per-flow or per-application most probably according to obervation1. The contents of the QoS profile are up to SA2’s decision;

· Step2 (QoS class identification). Identify the QoS class by inspecting the received data packet from CN;
· Step3 (NR-RB establishment). For the first arriving data packet with no corresponding NR-RB established, the NR-RB will be established first based on the QoS profile & the identified QoS class;
· Step4 (NR-RB mapping). Map the data packet to the corresponding NR-RB based on the established NR-RB information (NR-RB and the mapped Qos class) & the identified QoS class.
Note1: For both options, the radio resource usage and radio link condition etc. will be taken into consideration when establishing the NR-RB.
Note2: For both options, the mapping between QoS profile and NR-RB will be informed to UE at least for the uplink transmission.
Proposal 4: Discuss the above two options for NR-RB based RAN QoS control framework. And if accepted after discussion, capture the agreed NR-RB based RAN QoS control framework(s) into the TR [5].
4. Proposal
The following observations and proposals are given in this contribution:
Observation 1: A common dominant trend out of the 3 potential captured QoS solution in SA2 is that some flow/application level QoS parameters will be used in CN. And correspondingly, it can be inferred that some kind of flow/application level QoS control and enforcement will be performed in CN instead of the existing EPS bearer level QoS control and enforcement.
Observation 2: There’s no complete QoS support apart from the simple priority handling on PC5 interface, with no Token Bucket based LCP parameters configured.

Observation 3: Only RLC UM mode is supported with no UP entity parameters configured through PC5 interface.

Observation 4: If to expand the Prose-like dynamic LCHs in the NR, the enhanced mechanism itself in essence turns out to be the RB-based QoS control as used today.

Proposal 1: It makes sense to keep using the “practice proven” schedule-based technology in the NR.

Proposal 2: Provided to keep using the schedule-based design in the NR, the Token Bucket based LCP and multiplexing for different LCHs or diverse upper layer service flows should be considered anyway no matter how the QoS control is performed.

Proposal 3: The RB-based QoS control is kept in the NR. Here, according to the UP architecture and protocol design in the NR, it can be a NR-RB.
Proposal 4: Discuss the above two options for NR-RB based RAN QoS control framework. And if accepted after discussion, capture the agreed NR-RB based RAN QoS control framework(s) into the TR [5].
If the proposed NR-RB based RAN QoS control framework is agreed to be captured into the TR [5] after discussion, a draft text proposal is prepared as below:
8
QoS control
8.1
QoS control framework in NR
The QoS control framework in RAN should enable to provide the wide range of existing and (future) emerging use cases/services.
8.1.1
NR-RB based RAN QoS control

Two options for NR-RB based RAN QoS control.

Option1:
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Fig 8.1.1-1 NR-RB based RAN QoS control framework(option1)
For option1, the NR-based RAN QoS control framework encompasses the following steps:

· Step1 (QoS profile receiving from CN). The QoS profile will be per-flow or per-application most probably according to obervation1. The contents of the QoS profile are up to SA2’s decision;

· Step2 (NR-RB establishment). Establish NR-RB based on the received QoS profile from CN and/or default specified QoS profile. After the configuration, the NR-RB related UP entities can be left un-enabled;

· Step3 (QoS class identification). Identify the QoS class by inspecting the received data packet from CN; 

· Step4 (NR-RB enabling and mapping, or NR-RB mapping). Map the received data packet onto the corresponding NR-RB, based on the established NR-RB information (NR-RB and the mapped Qos class) & the identified QoS class. If it is the first data packet mapped onto the NR-RB and if the NR-RB is left un-enabled after establishment, the NR-RB will be enabled first, that is to initialize the UP related entities; 

Option2:
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Fig 8.1.1-2 NR-RB based RAN QoS control framework(option1)
For option2, the NR-based RAN QoS control framework encompasses the following steps:

· Step1 (QoS profile receiving from CN). The QoS profile will be per-flow or per-application most probably according to obervation1. The contents of the QoS profile are up to SA2’s decision;

· Step2 (QoS class identification). Identify the QoS class by inspecting the received data packet from CN;

· Step3 (NR-RB establishment). For the first arriving data packet with no corresponding NR-RB established, the NR-RB will be established first based on the QoS profile & the identified QoS class;

· Step4 (NR-RB mapping). Map the data packet to the corresponding NR-RB based on the established NR-RB information (NR-RB and the mapped Qos class) & the identified QoS class.
Note1: For both options, the radio resource usage and radio link condition etc. will be taken into consideration when establishing the NR-RB.
Note2: For both options, the mapping between QoS profile and NR-RB will be informed to UE at least for the uplink transmission.
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