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1.  Introduction
At last RAN2#91 meeting discussions relating to NB-IoT took place and as result the following agreements were made: 

We assume we will not support
· CSG
· Relaying
· Dual connectivity
· MBMS
· Real time services
· in-device coexistence;
· RAN assisted WLAN interworking
· Support for ProSe Direct Communication and Direct Discovery;
· Minimization of Drive Tests (MDT).
· no support for CS services and CS fallback
In this contribution we continue discussion on the different options for providing support for Software Update/Reconfiguration traffic whilst taking into account the agreements made in GERAN as captured in [1].
2. Discussion on Software Update
As described in Appendix E of [1] the traffic model assumes a periodic inter-arrival time of (180 days) and relatively small payloads (200 bytes with a cut off of 2000 bytes). This is shown in figure 1, the Software update/reconfiguration model:
“The packet size is between 200 and 2000BYTE which follows table E.2-2. It occurs in average per half year.”
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Figure 1 Software update/reconfiguration traffic model
As identified in the GERAN TR [1]: “The resource utilization results demonstrate that NB-CIoT solution can support software update/reconfiguration traffic within 0.13% of available resources”, this result indicates that the NB-IOT system can support SU traffic. There is no need for broadcasting SU traffic purely from the volume of SU traffic perspective.
However, for efficient delivery of the software update either broadcast (Broadcast delivers information to all receivers in a cell) or multicast (multicast services deliver information to a multicast group) techniques could be deployed. As decided at the last meeting MBMS is not supported but in REL-13 single cell MBMS (SC-PTM) is being specified which may be considered for the software update use case for NB-IoT.
Single-cell transmission of MBMS is characterized by:

· MBMS is transmitted in the coverage of a single cell;

· One SC-MCCH and one or more SC-MTCH(s) are mapped on DL-SCH;

· Scheduling is done by the eNB;

· SC-MCCH and SC-MTCH transmissions are each indicated by a logical channel specific RNTI on PDCCH (there is a one-to-one mapping between TMGI and G-RNTI used for the reception of the DL-SCH to which a SC-MTCH is mapped);

· A single transmission is used for DL-SCH (i.e. neither blind HARQ repetitions nor RLC quick repeat) on which SC-MCCH or SC-MTCH is mapped;

· SC-MCCH and SC-MTCH use the RLC-UM mode.
Background of RRC support for SC-PTM:

· Introduction of new SIB to indicate SC-MCCH information

· Introduction of SC-PTM section, with SC-MCCH acquisition, SC-PTM radio bearer configuration

· Addition of SC-MRB for MBMS interest indication

· Introduction of SCPTMConfiguration message

· Introduction of UE capability to support SC-PTM reception on SCell, non-serving cell, and async DC cell
Typically from the GERAN the amount of traffic (in terms of data volumes) resulting from the infrequent software updating cases means that the benefits of even using this simple MBMS is transmitted in the coverage of a single cell are not justified by the device having the above relatively complex MBMS capabilities, so our proposal is that SCPTM is also not supported for REL-13 NB-IoT. If found that it is required it can be include in later releases of NB-IoT.

Proposal 1: SC-PTM is not supported for REL-13 NB-IoT

However, although the data traffic volumes may not require any optimisations that seek to reduce the load on the network, it is still possible that the mass updating of large numbers of devices at the same time may require some consideration on the impact of this kind of large amount of connections at the same time on the network. 
2.1 Paging and Connection Establishment for Software Update/reconfiguration (and ACK)
The management of the software update and reconfiguration of NB-IoT devices is likely to be outside of the control of the NB-IoT operator. This could cause problems for the mobile network operator, for example, in the past so called “signalling storms” [2] have been experienced by several mobile network operators due to poorly designed applications. Therefore it may be beneficial for the mobile network operator to have in place mechanisms that prevent mass software updating or allow this to take place whilst not placing undue strain on the RAN and CN nodes in the network. 
In a typical method of operation for software updating a device in IDLE mode will be paged to allow data reception and ACK transmission. If one-by-one paging is used for very large numbers of devices then this will typically lead to a high paging load and long paging delay. In order to alleviate this problem one solution often referred to as group paging [3] can be used where instead of using a UE identity, a group identity is used to page the NB-IoT devices.
Proposal 2: Group Paging is used for Connection Establishment for Software Update/reconfiguration (and ACK)
As the amount of traffic involved is relatively small it is likely that any problems would occur not from the DL traffic volume but from the multiple attempted connections at the same time from devices receiving software updates.
Assuming that the device will have to move from IDLE mode to connected mode to receive DL data and make the UL ACK transmission that is used to indicate a successful reception of the software update data then this generates a large amount of network signalling, if as expected many devices are updated at the same time.
To avoid potential problems when the software update is made it is best to ensure that most NB-IoT devices are not required to access to the network at the exact same time. In such cases, care needs to be taken that the devices are configured to avoid all potentially accessing the network at the same time. Thus radio network congestion caused by the large amount of NB-IoT devices accessing network simultaneously to download and acknowledge the software update can be avoided.
Proposal 3: A method is needed that ensures that NB-IoT devices does not cause signalling overload 
This problem was first discussed as part of the REL-10 work on MTc and is documented in TR37.868 [3], which includes a potential solution: “the paging message may also include a backoff time for the MTC device which indicates the time of access from the reception of the paging message”. 

We think that the simplest mechanism either in addition to group paging or on its own that can be easily implemented in the stage 3 RRC design is to use an RRC defined backoff timer as part of the paging message for the DL data for the software update.
Proposal 4: A backoff timer for the NB-IoT device is defined in RRC as part of the paging for software update message 

3. Conclusion

Our proposals are described here.
Proposal 1: SC-PTM is not supported for REL-13 NB-IoT
Proposal 2: Group Paging is used for Connection Establishment for Software Update/reconfiguration (and ACK)
Proposal 3: A method is needed that ensures that NB-IoT devices does not cause signalling overload 

Proposal 4: A backoff timer for the NB-IoT device is defined in RRC as part of the paging for software update message
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