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1 Introduction

In this contribution we discuss whether any additional AS mechanism is needed or not for preemption and floor control handling. 

2 Discussion
MCPTT has requirements related to pre-emption/floor control. Pre-emption is needed so that a higher priority user/traffic can pre-empt lower priority user/traffic. The floor control with pre-emption is implemented at application layer as defined in [2] and illustrated in figure 1 below. Floor control is performed within the group and floor request is processed by the MCPTT client which currently is speaking (i.e. has the floor).
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Figure 1 Floor Control with Preemption

For preemption/floor control there are two issues:

1. Half duplex constraint: For the preemption/floor control it is essential that MCPTT client who currently has the floor is able to receive the floor request. This can be implemented using the framework of multiple transmission pools and association of transmission pool with PPPP(s). Preemption/Floor control messages can be associated with a higher PPPP value, a transmission pool can be associated with that PPPP value and this pool can be configured non overlapping with other transmission pool(s). This will enable the MCPTT client who is currently having floor to receive floor request from other MCPTT clients. 
Observation 1: Application layer packets which are intended for pre-emption/floor control can use higher PPPP and hence can use higher priority pool so that these packets can be received by all the users. 

Observation 2: Resource pool configuration has all the flexibility available to configure a pool for higher priority application packets (such as packets containing pre-emption/floor control signalling) in such a way that there is no other pool configured in those subframes.
2. MCPTT Packets in AS buffers after the floor is revoked: Based on the application requirement, after the floor is revoked UE implementation can remove the associated PDCP entity/RLC entity/logical channel. Note that creation and removal of PDCP entity/RLC entity/logical channel is not specified and left to UE implementation.
Proposal: No additional AS mechanism is needed to handle floor control and pre-emption.
3 Conclusion

In this contribution we have discussed whether any additional AS mechanism is needed or not for preemption and floor control handling. We propose:
Observation 1: Application layer packets which are intended for pre-emption/floor control can use higher PPPP and hence can use higher priority pool so that these packets can be received by all the users. 

Observation 2: Resource pool configuration has all the flexibility available to configure a pool for higher priority application packets (such as packets containing pre-emption/floor control signalling) in such a way that there is no other pool configured in those subframes.
Proposal: No additional AS mechanism is needed to handle floor control and pre-emption.
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There can be up to 8 mode 2 transmission pools, each pool will have a list of priorities (i.e. PPPP) associated with it. The number of pools can be configurable.  A priority can be mapped to multiple pools.  





UE selects a particular transmission pool in which one of the associated priorities is equal to the highest logical channel priority in the MAC PDU. It is up to UE implementation how the UE select amongst multiple allowed pools.  
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