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1 Introduction
In the previous RAN2 #89bis meeting, the following agreements are obtained for UL split bearer:
· Separate buckets shall be used for UL split bearers.

· For a split bearer, go for double reporting + threshold

In this contribution, we investigate the over-scheduling problem and possible solutions.
2 Discussion
2.1 Necessity to resolve the over-scheduling problem
For double BSR reporting, if two MAC entities report the same available data to both MeNB and SeNB, it may result in double allocation issue, if there is no cooperation between MeNB and SeNB. 
In the previous RAN2 meeting, some companies suggested that double allocation only occurs at the end of data transmission. This seems to assume that arriving of UL data is contiguous and data amount is very large. For a single UE, it is true that over-allocation is not a serious problem. However for a larger number of UEs in the network, over-allocation means the network (MeNB and SeNB) has to be provisioned with more UL capacity than normally needed. This can be a serious challenge to operator’s network. 
In addition, the double BSR reporting will result in serious unfairness in scheduling priority between UEs with split bearer and UEs without split bearer. For example, one UE with a split bearer can require more UL grants by double BSR reporting, and the UL grants can be applied on both the split bearer and other bearers with higher logical channel priority. But for one UE without a configured split bearer, it can only require resources based on the actual BSR. The consequence is that the network gives higher scheduling priority to the UE with the UL split bearer.
Observation 1: the over allocation will bring serious challenge to network’s capacity, and serious unfairness in scheduling priority between UEs with a split bearer and UEs without a split bearer.
On the other hand, the UL grants are utilized based on the logical channel priority of each bearer. Even if double resources are allocated for the split bearer, these resources may not always be used for the transmission of split bearer, in case there are other bearers with higher logical channel priority. Therefore, the UL throughput of split bearer will not necessarily increase as expected.

Observation 2: the over allocation will not necessarily increase the UL throughput of split bearer as expected. 

Therefore, over-allocation should be avoided, if possible. 
Proposal 1: it is necessary to resolve the over-scheduling problem.

2.2 Solutions to resolve the over-scheduling problem

Several solutions were proposed to avoid the over-allocation [1-3], e.g., through network coordination [1] [2]. 
In a network coordination based solution, MeNB sends ratio information to the SeNB when the split bearer is added. Then the MeNB and the SeNB use the ratio information to avoid scheduling too many grants for a split bearer when the double BSR is reported. But this solution requires that the network know whether the amount of PDCP data of a split bearer has exceeded the threshold when the UE reports the double BSRs. Unless an LCG consists of only one split bearer, it is very difficult for MeNB/SeNB to know if the amount of PDCP data of a split bearer has exceeded the threshold. On the other hand, if each split bearer is allocated a separate LCG, the current LCG number needs to be extended. In addition, as discussed in [1], it is difficult to apply the split ratio on network side, because the current BS does not reflect the actual PDCP data amount. Therefore, the above solution will require that the UE does not deliver PDCP PDUs into RLC layer too early. 
Besides the network coordination based solution, another simple UE based solution is that the reported PDCP buffer size for each MAC entity can be decreased by the following calculation, when the PDCP data amount is above threshold:

The main advantage is that it does not require any coordination between MeNB and SeNB and there is no new specification impact for Uu signaling, because anyway the split PBR should be configured for the UE for UL split bearer. In addition, the UE based solution does not depend on how the UE delivers PDCP PDUs into RLC layer and it has no additional requirement for LCG allocation for UL split bearer. 
Proposal 2: when the PDCP data amount is above threshold, the reported PDCP buffer size in the BSR for each MAC entity should be calculated as follows:
Reported PDCP buffer size for a MAC entity = the total PDCP available data amount of the split bearer × the ratio between the corresponding split PBR and the original PBR.

3 Conclusion
In this contribution, we investigated the over-scheduling issue and we have the following observations and proposals.

Observation 1: the over allocation will bring serious challenge to network’s capacity, and serious unfairness in scheduling priority between UEs with a split bearer and UEs without a split bearer.
Observation 2: the over allocation will not necessarily increase the UL throughput of split bearer as expected. 
Proposal 1: it is necessary to resolve the over-scheduling problem.
Proposal 2: when the PDCP data amount is above the threshold, the reported PDCP buffer size in the BSR for each MAC entity should be calculated as follows:

Reported PDCP buffer size for a MAC entity = the total PDCP amount of data available of the split bearer × the ratio between the corresponding split PBR and the original PBR. 
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Reported PDCP buffer size for a MAC entity = the total PDCP available data amount of the split bearer × the ratio between the corresponding split PBR and the original PBR.
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