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1 Introduction
In RAN2 #89bis meeting, a new “WLAN logical node” (WLN) was introduced which has an interface  to the eNB. However, the data path between the eNB and the UE on WLAN is for further study, i.e. whether to use a GTP tunnel terminated in the WLN or an IP tunnel between the eNB and the UE.

In this document, we provide further details and analysis of the IP tunnel solution. 

2 Discussion
We discuss the following aspects:
· IP tunnel establishment

· AMBR control
· Flow control 
· Bearer mapping 
· QoS mapping
2.1 IP tunnel establishment

For LTE-WLAN aggregation, in order to establish an IP tunnel over WLAN between the UE and the eNB, either the UE or the eNB should know an IP address in order to contact the other. 
One possibility is that the eNB sends an IP address to the UE via RRC signalling, e.g. in the RRCConnectionReconfiguration message. 
After having obtained access to the WLAN selected for aggregation and obtained an IP address, the UE can initiate the tunnel establishment towards  the IP address indicated by the eNB. The tunnel establishment packet from the UE may go through one or more router or NAT server which replace the local UE IP address with their own IP address before providing the packet to the eNB. In this any case, the eNB can respond to the UE over WLAN, in the same way like any application server. 
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Figure 1 IP tunnel establishment between UE and eNB over WLAN
In last RAN2 meeting, some concerns were expressed about exposing the eNB IP address to the UE. In our understanding, the WLANs used for aggregation are not connected to the mobile operator transport network (i.e. the network with carries e.g. X2-C and X2-U between eNBs), i.e. the traffic sent from WLAN to the eNB cannot reach the mobile operator transport network.

In practise, each eNB could either have its own individual "tunnel server" on a specific IP network reachable from WLANs or there could be a single tunnel server common to several eNBs. The "eNB IP address" could be the address of the tunnel server rather than of the eNB itself. The "eNB IP address" could also be UE-specific (i.e. only valid for one UE configured with WLAN aggregation).
Proposal 1: In order to establish the IP tunnel between the UE and the eNB over WLAN, the eNB can send an IP address to the UE via RRC signalling and the UE can initiate tunnel establishment towards the eNB using this IP address. 
2.2 AMBR control
As mentioned in [2], the UE AMBR is applicable for all non-GBR bearers per UE which is defined for the downlink and the uplink direction. In Rel-12 DC, UE AMBR is split into MeNB UE AMBR and SeNB UE AMBR which are enforced by MeNB and SeNB respectively. For the split bearer option, the SeNB ignores the SeNB UE AMBR in the downlink, and ignores the SeNB UE AMBR in the uplink if the SeNB is not configured to serve the uplink for the split bearer. 
In RAN meeting #67, the architecture of LTE-WLAN aggregation at the UE and network side based on Rel-12 LTE DC solutions 2C and 3C was agreed. 
In the downlink, similar to Rel-12 DC, the UE AMBR is enforced without any WLAN involvement. In the uplink, if uplink transmission is always on LTE in last RAN2 meeting, so the UE AMBR is also enforced without any WLAN involvement.
If uplink transmission can be configured on WLAN, the only possibilities to enforce uplink UE-AMBR would be to introduce some new requirement in the UE. However, we are not sure the additional complexity is justified and would suggest to simply not enforce the UE-AMBR in this case.

Observation 1: The downlink UE AMBR can be enforced without WLAN involvement. 

Observation 2: If WLAN can be used for uplink transmission, no existing mechanism can enforce the uplink UE-AMBR. 
Proposal 2: If WLAN can be used for uplink transmission, uplink UE-AMBR is not enforced over WLAN.
2.3 Flow control 
In Rel-12 DC, feedback from the SeNB to the MeNB allows the MeNB to determine the amount of downlink data to send via the SeNB. The feedback information includes the highest successfully delivered PDCP SN, the desired buffer size and the number of lost X2-U SN.
If the data path between the eNB and the UE on WLAN relies on an IP tunnel between the eNB and the UE, the eNB can only rely on UE PDCP status report to know the delivery status of PDCP PDUs over WLAN. The eNB is unaware of the desired buffer size on the AP, so it should probably first assume a small buffer size and then gradually increase the amount of subsequent data sent over WLAN based on PDCP status report in order to achieve a data transmission balance between LTE and WLAN. 
Proposal 3:  UE PDCP status report can be used by the eNB in order to control the amount of data sent over WLAN. 
2.4 Bearer mapping
In last meeting, RAN2 agreed that LTE/WLAN aggregation should support multiple bearer transmission per UE via WLAN and that a mechanism without WLAN MAC specification impact will be used in order for the receiver to differentiate PDCP PDUs which belong to different bearers. 

In order to avoid the impact on WLAN MAC specification as stated above, there are two possible solutions for bearer mapping.

Option 1: To introduce an adaptation layer (use reserved bits in PDCP header, define new PDCP header format or a new protocol layer) to transfer the bearer info.

In this case, the bearer info is contained in the adaptation layer. This adaptation layer may be the extension of PDCP header, or a new protocol layer under PDCP layer.   Figure 1 shows how to transfer the bearer info through the adaptation layer. Given the existing PDCP header format, it is also possible to reuse the 3 reserved bits in PDCP header to indicate the bearer ID.
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Figure 2 A adaptation layer is used for bearer info transmission  

Option 2: Reusing the SPI value in the IPSec header.  
In this case, if the IP tunnel is an IPsec tunnel, the SPI can be used for bearer id mapping as mentioned in [3]. 
If the tunnel is not an IPsec tunnel, only the first option is possible.
Proposal 4:  use 3 reserved bits in PDCP header to indicate bearer ID. 
2.5 QoS mapping
In WLAN network, prioritized QoS is provided through the enhanced distributed channel access (EDCA) mechanism. Currently, EDCA has defined eight different user priorities (UP) and four access categories (AC), in which each UP is mapped to the corresponding AC. UE and AP can perform the QoS mapping based on the DSCP value in IP header as follows:
In the uplink, at UE, external QoS parameters are mapped to IEEE 802.11 QoS parameters, e.g. DSCP to IEEE 802.11 UP. In the downlink, at the AP, DSCP values are mapped to EDCA UPs.
For LTE-WLAN aggregation, if IP tunnel is established between UE and eNB, so UE and AP can reuse the current QoS mapping mechanism. That means the mapping of DSCP to EDCA UP mechanism can be reused.

However, different from WLAN network, there are 9 QCI for QoS are supported by LTE network. So the problem how to perform the mapping of LTE QoS to DSCP value needs to be resolved. But different operators may have different mapping policies, so it can be left to the implementation to resolve. 
Proposal 5: If IP tunnel is established between UE and eNB, UE and AP can reuse the current WLAN mechanism to realize the QoS mapping for aggregation. 

3 Conclusion
This paper mainly discusses and analyses the IP tunnel solution in details. Based on the above analysis, we have following observations and proposals:

Proposal 1: In order to establish the IP tunnel between the UE and the eNB over WLAN, the eNB can send an IP address to the UE via RRC signalling and the UE can initiate tunnel establishment towards the eNB using this IP address.
Observation 1: The downlink UE AMBR can be enforced without WLAN involvement. 

Observation 2: If WLAN can be used for uplink transmission, no existing mechanism can enforce the uplink UE-AMBR. 

Proposal 2: If WLAN can be used for uplink transmission, uplink UE-AMBR is not enforced over WLAN.

Proposal 3:  UE PDCP status report can be used by the eNB in order to control the amount of data sent over WLAN. 

Proposal 4:  use 3 reserved bits in PDCP header to indicate bearer ID.

Proposal 5: If IP tunnel is established between UE and eNB, UE and AP can reuse the current WLAN mechanism to realize the QoS mapping for aggregation. 
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