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1   Introduction
The issue of how to support priority for ProSe communication triggered a lot of discussions during RAN2#89bis meeting. The debate focused on whether and how group priorities should be handled, or whether a QoS handling like the one defined for the Uu interface could also be adopted over the PC5 interface. One LS [1] was also agreed by email after the meeting, with the following questions to SA2:
	Question 1: Is it required that a single UE be able to transmit packets of different priorities on the PC5 interface? Or is there just one priority level applicable to all packets originating from a UE? 

Question 2: If a single UE can transmit packets of different priorities, is the Access Stratum supposed to transmit packets preferentially taking priority into account? Or are the different priorities handled solely within the higher layers?

Question 3: If multiple UEs (including the case of multiple UEs from different groups and the case of multiple UEs from within one group) transmit packets of different priority, is the Access Stratum supposed to support preferential transmission of packets taking priority across UEs into account? Or is prioritization across different UEs handled solely within the higher layers?

Question 4:  RAN2 would like more information on the Access Stratum requirements for priority handling for ProSe. More specifically, does SA2 envision traffic segregation into bearers within the higher layers, with priority being associated to each bearer, as is the case for the Uu interface? Or does SA2 prefer some other mechanism for the higher layers to manage the priority at L2?
Question 5: If Access Stratum should realize priority treatment for PC5 interface, RAN2 would like to know the number of priority levels that the Access Stratum needs to be able to handle.

Question 6: Do the answers above also apply for PC5 interface used between a remote UE and a ProSe UE-to-NW relay for ProSe UE-to-NW relaying? Or do they only apply to group communication within ProSe Direct Communication?


2   QoS Handling over PC5
The current E-UTRAN QoS framework foresees that different EPS bearers are established for different QoS demands. Each EPS bearer is mapped to one radio bearer and each radio bearer is associated with a logical channel. The mapping is provided by the eNB to the UE via RRC signalling, together with the priority of each logical channel/bearer (as well as the PBR/BSD/LCG information). When the UE needs to transmit data, it sends a BSR to the eNB, containing the LGC information. The eNB can then provide uplink scheduling grants based on the buffer status reports and the priority of the corresponding LCGs. 
For Prose communication over PC5 interface, how to configure/modify the corresponding QoS is not controlled by network, i.e. neither by the EPC nor by the eNB. In the ProSe architecture currently there is no concept of EPS bearer and to support a bearer-based QoS framework as for the Uu interface (as hinted in Q4 in the LS [1] to SA2) a huge standardization work would be needed. The only QoS parameter that seems to be applicable over PC5 is the priority level selected by the application(s) in the UE.

The UE would then be in charge of selecting the priority of the data packets to be transmitted, e.g. based on:

· the group it targets to,
· the UE who generates it,
· the specific service/traffic type.

How to determine the priority would be left to the application layer.
Proposal 1: The UE is in charge of selecting the priority of the data packets to be transmitted on PC5 interface. How to determine the priorities is left to the application layer.
For scheduled resource allocation, when multiple UEs request resources at the same time, the eNB should be aware of the priority of the pending data packets. This implies the inclusion of the priority information in the sidelink BSR. In practice this can be done by using the 2 bits LCG ID field (fixed to '11' in Rel-12). For Rel-13 we could decide that there are 4 different levels of priority and they are mapped to the 4 possible LCG ID values (e.g. where increasing LGC ID values indicate increasing priority).
Proposal 2: For scheduled resource allocation, the UE should report a priority indication of the pending data packets in the sidelink BSR, using the LCG ID field (e.g. where increasing LGC ID values indicate increasing priority).
For autonomous resource selection, as analyzed in [3], configuring a resource pool with a specific priority may not guarantee fewer conflicts for data packets with higher priority. Since the data volume characterized by higher priority is dynamic and not known by the eNB, it may happen that the resource pool allocated for the highest priority is overloaded, whereas the resource pool for the lowest priority is in idle.
Proposal 3: For UE autonomous resource selection, it is recommended to consider solutions other than a one to one association between priorities and resource pools.
3   Conclusion
Proposal 1: The UE is in charge of selecting the priority of the data packets to be transmitted on PC5 interface. How to determine the priorities is left to the application layer.
Proposal 2: For scheduled resource allocation, the UE should report a priority indication of the pending data packets in the sidelink BSR, using the LCG ID field (e.g. where increasing LGC ID values indicate increasing priority).
Proposal 3: For UE autonomous resource selection, it is recommended to consider solutions other than a one to one association between priorities and resource pools.
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