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Introduction
After the RAN#65 meeting, a new Rel-13 HSPA Study Item was agreed aiming at DL enhancements and in particular at “investigating mechanisms to enhance downlink signalling performance on overhead and latency, especially for the case of RRC state transition and parameter updating.”  

After RAN2#89bis meeting a few options were captured in the TR document, which conceptually differ from each other in whether messages are exchanged on the RRC or MAC layer, and how many messages there are. In this document we provide our analysis and preliminary conclusions for the autonomous state transition options, and in particular how it can co-exist with existing and deployed solutions, such as a legacy SCRI “fast-dormancy” request.   
2
Autonomous state transition 
During the RAN2#88 meeting it was discussed on whether the autonomous state transition could be used in conjunction with the “fast dormancy” SCRI indication and, more generally, how often the aforementioned indication is used by UEs. As already presented during the RAN2#89 meeting, the Figure 1 below shows some statistics taken from one RNC in the commercial network in one of the European capitals. Statistics were gathered for a few days by counting the overall number of the legacy and “fast dormancy” SCRI requests received from UEs under the control of that RNC. As can be seen from the figure, the amount of legacy SCRI messages is relatively low; it is at least noticeably lower when compared to how many “fast dormancy” requests could be observed in field. During the working days the overall number of fast dormancy requests generated by UEs could reach 14 millions. Even during the weekends (days 3-4 in the figure) the overall number of requests remains quite high reaching 6 million indications.
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Figure 1: Number of legacy and “fast dormancy” requests in a commercial network RNC.

A typical network reaction to a “fast dormancy” request is to re-configure a UE (immediately) to a more power efficient state (e.g. from CELL_DCH to CELL_FACH). As can be seen from Figure 2, it results in a number messages exchanged between a UE and RNC (it should be noted that RLC ACKs are not shown for the sake of clarity).

[image: image2.emf]
Figure 2: A “fast dormancy” request followed by a legacy reconfiguration.

To reduce the number of signalling messages exchanged between a UE and RNC, one could adopt a simple solution that after a UE sends the “fast dormancy” SCRI message, it transits to a more power efficient state as shown in Figure 3 below. This transition can be accomplished after some delay/guard timer set  by the network or could be  even implemented in a more aggressive way such that a UE moves to a more power efficient state upon reception of RLC ACK. It should be also understood that since the network will enable/configure autonomous state transition, it will control to which initial state it applies as well as what the target state after transition is.
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Figure 3: A “fast dormancy” request followed by an autonomous state transition.
Comparing Figure 2 and Figure 3, one can see a noticeable gain in the number of saved messages. Instead of three RRC messages (with the RLC ACKs), we can reduce it to one SCRI message (with the RLC ACK). It has been discussed in RAN2 whether an additional “state synchronization” is needed between a UE and Node B. Firstly, reasons for such a requirement should be understood better as the RRC message with the RLC ACK should provide all the necessary state synchronization details as it is logically similar to the corresponding RRC reconfiguration message. Secondly, by adding message exchanged between a UE and Node B we implicitly go in the direction opposite to what  the original intention was.

Referring back to Figure 2 and Figure 3, they consider a scenario where the fast dormancy feature is deployed by the network and a UE supports it. However, as not all the UEs support this fast dormancy SCRI message and/or since this feature is not mandatory for the network, there is a legacy procedure based on expiry of the inactivity timer inside the RNC that triggers UE state reconfiguration messages as presented below.   
[image: image4.emf]
Figure 4: Legacy reconfiguration procedure based on the RNC inactivity timer.

For this case, the latest version of TR captures a solution where the network provides a UE with the inactivity timer after expiry of which a UE sends an indication to transit to a more power efficient state. The TR has a few different implementation flavours of this approach with a difference in whether this indication is sent over the RRC layer or the MAC layer, as presented in two figures below.
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Before comparing RRC and MAC level options, it is important to note that an approach when the network configures a UE with an inactivity timer, after expiry of which a UE sends an indication, is almost identical to the fast dormancy SCRI solution. The difference is that now a UE cannot send this indication whenever it wants but only after X seconds of inactivity, after which it would also move to a different state as if it had received explicit reconfiguration message. As a result, this approach can be easily implemented on top of already deployed and used fast dormancy feature with quite marginal changes to the specification. 

Delving now deeper into comparison of RRC and MAC level approaches, the only noticeable difference is that the MAC level option does not have the RLC ACK. Since the RLC ACK is a small message sent in the DL direction it should not impact the resulting performance. As for the the RRC level SCRI message size, it has only a few IEs that should fit even the smallest TB size and thus both the MAC control PDU and the RRC message will need just one TTI. It is important to note that the MAC level options might have a larger specification impact and would require introduction of additional procedures and handling of error cases. One of the examples is when a UE runs out of the HARQ re-transmission attempts. In case of the RRC message, the RLC layer takes of re-transmitting the message and even this fails then a UE sends CELL UPDATE with the corresponding cause value. There is no such a procedure for the HARQ level messages. 
3
Conclusions

In this discussion paper we have presented our comparison and analysis of options for the autonomous state transition. Accounting for the fact that the fast dormancy SCRI request is already widely supported by UEs and used by the networks, it seems more than natural to eliminate the RRC re-configuration messages and allow the UE to move autonomously to a more power efficient state. In fact, exactly the same principle could be adopted for a case when the network provides an inactivity timer for a UE and the latter sends the SCRI message upon its expiry.
