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1. Introduction

RAN#67 approved a new Release 13 Study Item on Latency reduction techniques for LTE [1]. One of the RAN2 aspects of the SI is to reduce UP latency for the scheduled UL transmission and to get a more resource efficient solution, both with and without preserving the current TTI length and processing times. 

In this contribution, we discuss some use cases which may benefit from reduced air-interface latency and outline some of the performance evaluation scenarios. 

2. Potential Applications and Use Cases
2.1. Non-real-time applications using TCP/IP
For reliable end-to-end communication which are less delay sensitive, for example when downloading a file and HTTP video streaming, TCP protocol is more likely to be used. Majority of present internet traffic is based on TCP/IP.
By design of the TCP, there is initial phase where the data-rate needs some time to ramp-up, which is known as slow-start. Slow-start is part of the congestion control mechanism used by TCP [2]. It is used in conjunction with other algorithms to avoid sending more data than the network is capable of transmitting, that is, to avoid causing network congestion. Slow-start begins initially with a congestion window size (cwnd), and it will be increased with each acknowledgment received, effectively increasing the window size each round trip time (RTT). The transmission rate will be increased with slow-start algorithm until either a loss is detected, or the receiver's advertised window (rwnd) is the limiting factor, or the slow-start threshold (ssthresh) is reached. If a loss event occurs, TCP assumes that it is due to network congestion and takes steps to reduce the offered load on the network [2].

Since the congestion window size during slow-start increases every RTT, it is expected that the decreased latency in the air interface affects the slow-start behaviour by decreasing the effective RTT. In order to evaluate the actual gain from latency reduction, it is essential to perform studies based on FTP download using TCP/IP. 
2.1.1. Setup for performance evaluation
Since the objective is to compare the TCP slow-start behavior depending on air interface latencies due to different TTI values, we propose that the core network delay is set to very small and is independent of the TTI values. For fair comparison, we further propose to keep the average DL physical layer data-rate the same for different scenarios. File size should be kept big enough so as to achieve the saturation in data-rate so that the conditions when UE perceived instantaneous as well as overall data-rate reaches at least 90% of the saturation rate can be determined.
2.1.2. Performance metrics
For TCP/IP based FTP file download scenario, the performance metrics can be:

1. Instantaneous throughput calculated as a moving window average of TCP layer throughput. 
2. Time elapsed since the FTP download request made, for instantaneous TCP throughput to reach a certain level (e.g., 90%) of the saturation throughput (which is the average TCP throughput that can be achieved once slow-start phase is complete)
3. Aggregate user perceived throughput (UPT) calculated as total TCP layer data downloaded divided by the time elapsed. 
4. Time elapsed since the FTP download request made, for aggregate UPT to reach a certain level (e.g., 90%) of saturation throughput.
5. Minimum download file size required for the TCP to complete the slow-start process (i.e., reach a certain level (e.g., 90%) of saturation throughput)

6. Minimum download file size required for the user to get certain aggregate UPT (e.g., 90% of saturation throughput)
Some performance analysis and results with these proposed setup and performance metrics for FTP file download application using TCP/IP are given in [3].
Proposal 1. RAN2 to include non-real-time applications using TCP/IP as one of the use cases and TCP/IP slow-start behavior based on file download using FTP as one of the performance metrics for evaluation.

2.2. Real-time applications 

Another class of applications includes real-time applications where end-to-end (E2E) delay bound is a critical performance metric. 
For example, for Voice over IP (VoIP) applications, in general, E2E (mouth-to-ear) delay bound of 200ms is considered as “users very satisfied” by the ITU in its E-model as shown in Figure 1 [4]. For Voice over LTE (VoLTE) applications, usually 100ms is considered as requirement for packet delay budget (PDB) for conversational voice [5]. The PDB is defined as maximum delay between UE and PCEF (in both DL and UL) with confidence level of 98%. Since PDB is between UE and PCEF which involves some transport network delay, TR 36.814 defines the radio-interface latency requirement of 50ms or less for 98% of users [7].
However, if the E2E delay can be further reduced, VoLTE can benefit by having higher QoE (Quality of Experience). On the other hand, if the same delay bound is kept, it is possible to increase the air interface capacity by using more aggressive MCS level since there is possibility to have higher number of HARQ retransmissions. In addition, the number of users that can be served can be increased while satisfying the outage criteria which is defined as the percentage of users which cannot meet the delay bound.
Other example of real time application is conversation video/live streaming. For such application, the PDB is defined as 150ms for GBR and 100ms for non-GBR resources [5]. Note that a video call consists of both audio and video streams where the audio stream can be considered as VoLTE. 

One more example use case of real time application is interactive/real-time gaming. For such application, the PDB is defined as 50ms for GBR and 100ms for non-GBR resources [5]. Eurocom [6] suggests latency requirements/targets of 80ms (U-plane, 1 way) for on-line gaming, 25ms (U-plane) for gaming on sports events, and 55ms (U-plane) for M2M game. The traffic characteristic of the interactive game highly depends on the type of game. For example, in first-person-shooter type of game, latency is very critical and it has been observed that in such a game, rate of packets may be high (with inter-arrival times concentrated around a certain value, e.g., 40ms) though the packet sizes are small (100-150Bytes). On the other hand, for massively multiplayer online role-playing games, inter-arrival time can be distributed throughout a longer range (e.g., 0+ to 300ms) while the packet sizes are small (e.g., 50-130 Bytes) [10].
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Figure 1. Determination of the effects of absolute delay by the E-model (from [4])
2.2.1. Setup for performance evaluation

For VoLTE application, codec parameters such as codec rate and talking and silence pattern needs to be defined. It was shown in [8] that VoLTE codecs with codec rates of 23.85kbps and 12.65 kbps results in 10.2 kbps and 8.8 kbps average IP layer throughput with 23% talking, 23% listening and 54% no activity. For the video part of live streaming, video codec parameters such as codec rate needs to be defined. In addition, maximum delay bound and delay-jitter bound needs to be defined. For example, 130ms air interface delay bound (one way) can be considered (20ms delay between PCEF and radio BS subtracted from 150ms PDB as specified in [5] and one-way latency recommended in [9]). Delay-jitter bound of 30ms can be considered [9]. For real-time gaming applications, traffic model for interactive gaming needs to be defined. The expected packet size distribution as well as inter-arrival rates can be defined for comparing performance with and without latency reduction solutions.

2.2.2. Performance metrics
Similar to [7], the following performance metrics can be considered for performance evaluation of real-time applications:

1. System capacity in the form of the maximum number of satisfied users supported per cell in downlink and/or uplink. System capacity can be defined as the number of users in the cell when more than [95%] of the users are satisfied. A user running certain real-time application can be considered to be in outage (not satisfied) if [98%] radio interface tail latency of the user is greater than a threshold specific to that application (e.g., 50 ms for VoLTE assuming 200ms mobile-to-mobile delay, 130ms for conversational video streaming assuming 300ms mobile-to-mobile delay).
2. 95th percentile of E2E delay of the application traffic, e.g., interactive gaming.
Proposal 2. RAN2 to discuss and agree on whether and what type of real-time applications should be included as potential use case, define performance evaluation criteria, scenario, and performance metrics.
2.3. Applications requiring ultra-low latency
New classes of applications and use cases requiring extremely low latencies are being defined by industry groups (e.g., in NGMN for 5G [11]). Examples of such applications include tactile internet, life critical eHealth applications, and controlled fleet driving, as illustrated in Figure 2. The targeted E2E latencies for such applications range from 10ms to as low as <1ms. Some of these applications also require ultra-high reliability or ultra-high availability as shown in Table 1. 
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Figure 2. Use case categories definition (from [11])
Table 1. User Experience Requirements (from [11])
	Use case category
	User experienced data rate
	E2E latency
	Mobility

	Ultra-low latency
	DL: 50 Mbps 
UL: 25 Mbps
	<1ms
	Pedestrian

	Ultra-high reliability & ultra-low latency
	DL: From 50kbps to 10Mbps 

UL: From a few bps to 10Mbps
	1ms
	On demand: 0-500 km/h

	Ultra-high availability & reliability
	DL: 10 Mbps

UL: 10 Mbps
	10ms  
	On demand, 0-500 km/h

	Broadband access in dense areas
	DL: 300 Mbps 
UL: 50 Mbps
	10ms  
	On demand, 0-100 km/h

	Indoor ultra-high broadband access
	DL: 1 Gbps 

UL: 500 Mbps
	10ms  
	Pedestrian

	Broadband access in a crowd
	DL: 25 Mbps 

UL: 50 Mbps 
	10ms
	Pedestrian

	50+ Mbps everywhere  
	DL: 50 Mbps  
UL: 25 Mbps
	10ms  
	0-120 km/h

	Mobile broadband in vehicles (cars, trains)
	DL: 50 Mbps

UL: 25 Mbps
	10ms  
	On demand, up to 500 km/h

	Airplanes connectivity  
	DL: 15 Mbps per user 

UL: 7.5 Mbps per user
	10ms  
	Up to 1000 km/h


Based on these requirement definitions, RAN2 should discuss and agree on whether these applications requiring very-low (10ms) and ultra-low (1ms) E2E latencies should be considered as part of the SI.
Proposal 3. RAN2 to discuss and agree on whether applications requiring very-low (10ms) and ultra-low (1ms) E2E latencies should be considered as part of the SI.

3. Conclusions
In this contribution, we described different use cases for latency reduction SI and described the potential performance evaluation assumptions/setup as well as performance metrics for these use cases. Based on the discussion, the following proposals are made. 
Proposal 1

RAN2 to include non-real-time applications using TCP/IP as one of the use cases and TCP/IP slow-start behavior based on file download using FTP as one of the performance metrics for evaluation.
Proposal 2

RAN2 to discuss and agree on whether and what type of real-time applications should be included as potential use case, define performance evaluation criteria, scenario, and performance metrics.
Proposal 3

RAN2 to discuss and agree on whether applications requiring very-low (10ms) and ultra-low (1ms) E2E latencies should be considered as part of the SI.
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