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1 Introduction

The Rel-13 RAN enhancements for extended DRX in LTE [1]

 REF _Ref419025190 \r \h 
[2] is created to "identify the RAN impacts of extending the DRX cycle for idle mode and perform the corresponding specification work on layer2/3 protocols". This eDRX WI aims to continue UE power consumptions optimizations (UEPCOP) work done within Rel-12 RAN aspects of Machine-Type and other Mobile Data Applications Communications Enhancements WI (MTCe) [3]-[5]. The foreseen impacts of extended DRX cycle solution in connected mode (C-eDRX) were captured in Rel-12 TR 37.869 [5] and are provided in Annex A for further reference. Current Rel-13 eDRX WID states that "no connected mode mobility enhancements are considered in this work, i.e., the current mobility, RRM/RLM procedures apply for UEs using extended DRX cycles in connected mode". This paper discusses the benefit and applicability of this new C-eDRX with its corresponding RAN impacts and potential solutions to enable the feature. For simplicity, the identified impacts during Rel-12 discussion, as shown in Annex A, are combined in three areas to be addressed:

1. Connected DRX mechanism (i.e. interaction with short/long DRX and transition in/out of C-eDRX)).
2. System information updates (if DRX cycle is extended to a very large value)
3. C-eDRX support and configuration.

As this is the first time that RAN2 discusses the solutions to enable C-eDRX in LTE Rel-13, we propose that RAN2 prioritize the progress on the modifications required, as per 1 and 2, before discussing its support and configuration.
2 Discussion

C-eDRX benefit and applicability
The contribution [6] provides power consumption performance evaluation for the extended paging DRX cycle solution and recommends to support the increase above 20.48sec. For extended DRX in connected mode similar power consumption evaluations could be done; however given that no mobility enhancements are considered for this Rel-13 C-eDRX, it could be assumed that similar power consumption benefits would be observed for no/low mobility UEs, i.e. stationary, under good coverage condition. The case of using C-eDRX for mobile UEs might be more challenging as even though the UE might reduce its power consumption, it might have degraded performance e.g. due to increase in number of HO failures and RLF occurrences, especially for high-mobility UE. As for applicability, it will be a challenge to determine and ensure that the feature is not applied for delay-sensitive traffic. The eNB may need to determine the UE’s subscription information and make use of Rel.12 core network assistance information before providing C-eDRX configuration to the UE and be able to suspend or change the settings at any time. 
Observation 1: For no/low mobility UEs in good coverage conditions, C-eDRX cycle is assumed to provide similar UE power consumption reduction to I-eDRX cycle.
Observation 2: eNB might use UE’s subscription information and Rel.12 core network assistance information to determine C-eDRX applicability for the UE.
Impact of C-eDRX on TCP behavior

In this section, we will briefly cover the concern raised about C-eDRX impact on TCP performance. We have analyzed the typical timer settings for the different TCP parameters and share our observations. We also provide some simulation results to specifically study the impact on the FTP response time and number of downloaded FTP files.
Theoretical analysis
Based on the typical timer settings for the different components of the TCP procedure, i.e. SYN retries, data retransmission, and keep alives, the initial SYN packet and data retransmission may suffer impact due to extended DRX cycle in connected mode. The keep alive time is in the order of 100s of seconds and may not be affected if the extended DRX in connected mode is not considered in this range. 

The TCP client initiates the TCP connection by sending a SYN packet and starts the tcp_init_rto timer. The initial value of this RTO is typically set to 3sec (it could be changed to 1sec as well). If the SYN_ACK is not received before 3sec, the RTO is doubled and SYN is retransmitted up to tcp_syn_retries times. Depending on the number of such retries, the total time before the TCP connection establishment fails varies and can be up to 189sec. A similar procedure may be considered for data retransmission. Even as there is impact due to the data packet retransmissions and overhead of signalling (and thereby resource wastage), based on typical SYN retries (3 or 5), the upper limit for DRX cycle extension may be 45sec or 189sec. 

Observation 3: Extending DRX cycle in connected mode up to 189sec with SYN retries set to 5, does not impact TCP performance significantly except introducing additional latency and overhead in signalling.
Simulation studies

Simulations evaluations are done for FTP sessions with multiple inter-request times. Figure 1 shows the average download response times (bars) and number of downloaded files for different connected DRX cycles, legacy maximum value and extended ones. Simulation parameters are included in Annex B as well as addition results in Annex C.
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Figure 1. Average FTP download response time and number of downloaded FTP files for C-eDRX assuming a DRX inactivity timer of 2.56sec.
The FTP download response time is calculated from the time UE sends FTP request to the time file download is complete and the TCP session is completely closed. It is presented as an average of the number of files downloaded. As also shown in annex, we have assumed SYN retries of 3. Initially, the TCP performance in terms of the response time is fairly proportional to the introduced delay but starts to degrade significantly between 30sec and 120sec delay introduction (in the form of extended DRX cycle). The same observation applies to the number of downloaded files. Based on our assumption of tcp_syn_retries, if a given FTP request arrives early on in extended DRX sleep period, the request expires after reaching maximum number of retransmissions limit and before the DRX sleep is completed; therefore, no file is downloaded. This indicates that initial connection request is aborted, if no reply is received within 45ses. However, there is no effect of extended DRX on TCP performance, if the TCP connection request was received during the DRX inactivity timer and the connection establishment was successful. Therefore, the effect observed in the figure is due to the delay of sending a new FTP request until UE enters DRX active time.
Observation 4. Large C-eDRX cycle values impact the number of files downloaded due to the time-out of the initial FTP request.

Observation 5. The performance is dependent on certain TCP settings, such as, initial RTO and max. ACK delay. 
Based on the simulation studies, firstly, when extended DRX cycle is in used, it would be beneficial to have robust TCP parameters, however, this is outside RAN2 scope. Secondly, assuming that the UE is transition directly from connected to C-eDRX, we do note that there is some benefit in increasing the DRX inactivity timer while extending the DRX sleep timer. However, this benefit needs to be further studied to understand the impact on power consumption. On the other hand, the legacy DRX onDurationTimer supports values up to 200ms which seems sufficient to support the expected extension in connected DRX sleep. 
Impacts to core network timers

During CT1 working group meeting#84bis, a reply LS [7] was sent related to extended DRX cycle in idle/connected mode and an excerpt is provided below:
"In connected mode there are various applicable NAS retransmission timers with values ranging from 6-8s. Messages are retransmitted 5 times before procedure failure. It can thus be expected that the number of retransmissions in connected mode will increase if connected mode DRX cycle is extended beyond 6s, and procedure failures will increase if connected mode DRX cycle is extended beyond 30s for current NAS implementations."
As per TS 24.301, the various EPS session management timers for procedures such as Bearer Resource Modification Request, Activate Default EPS Bearer context request, range from 6-8sec with the procedures being aborted on the fifth expiry of the relevant timer. This results in the 30-40sec limit in supporting extended connected DRX cycle from core network impact point of view. However, this upper bound results in unnecessary increase of the core network signalling, We need to work with SA2/CT1 to determine if these timers may be extended or discuss if we need to adopt only conservative values for C-eDRX.

Observation 6: Extending connected mode DRX cycle will impact core network signalling due to NAS procedure retries and with existing EPS SM and MM timers, it can only be extended to less than 30sec e.g. 20.48sec.
Proposal 1. RAN2 to discuss and agree on how much the DRX cycle in connected mode should be extended, e.g. (a) up to 10.24sec or (b) up to 20.48sec or (c) above 20.48sec, and send a corresponding LS to SA2 and CT1.
C-eDRX: DRX mechanism and SI update
There are concerns raised about UEs entering C-eDRX while there is ongoing data traffic, however this should not be a problem if network guarantees that the UE always stays sufficient time in reachable state before going into extended DRX. Thereby, the only delays introduced by C-eDRX would be at the beginning of the traffic session as shown in previous section 2.3. Based on that there are different ways that can be defined for a UE to enter into C-eDRX:
Option 1. Timer based transition from connected DRX to C-eDRX. The UE spends certain time in connected DRX before entering C-eDRX. Regardless of whether only long DRX or short & long DRX are configured, the UE would be in connected long DRX for a certain period before entering C-eDRX. It would be understood as a new timer driven transition implemented in the UE and eNB sides.
Option 2. Transition directly from connected mode into C-eDRX

Option a. Timer based. This is similar to legacy DRX inactivity timer, in which the UE stays in connected mode until it is not active during this preconfigured time. Legacy DRX inactivity timer ranges up to 2.56sec, which might be suitable for C-eDRX as well.
Option b. Network signaled. Similarly to legacy, long DRX MAC CE could be used.
Proposal 2. RAN2 to agree to the following options for the UE to enter into extended DRX in connected mode: option 1 "timer based transition from connected DRX into C-eDRX", and option 2 "transition directly from connected to C-eDRX" (i.e. timer based or network indicated).
Furthermore, if the C-eDRX is extended only to a reasonably long value (in the order of 10s of seconds), the impact to paging channel/SIB1 contents monitoring may not be significant (SIB is considered valid for 3 hours), however, some changes may be required. 
3 Conclusion
Observation 1: For no/low mobility UEs in good coverage conditions, C-eDRX cycle is assumed to provide similar UE power consumption reduction to I-eDRX cycle.
Observation 2: eNB might use UE’s subscription information and Rel.12 core network assistance information to determine C-eDRX applicability for the UE.
Observation 3: Extending DRX cycle in connected mode up to 189sec with SYN retries set to 5, does not impact TCP performance significantly except introducing additional latency and overhead in signalling.

Observation 4. Large C-eDRX cycle values impact the number of files downloaded due to the time-out of the initial FTP request.

Observation 5. The performance is dependent on certain TCP settings, such as, initial RTO and max. ACK delay. 
Observation 6: Extending connected mode DRX cycle will impact core network signalling due to NAS procedure retries and with existing EPS SM and MM timers, it can only be extended to less than 30sec e.g. 20.48sec.
Proposal 1. RAN2 to discuss and agree on how much the DRX cycle in connected mode should be extended, e.g. (a) up to 10.24sec or (b) up to 20.48sec or (c) above 20.48sec, and send a corresponding LS to SA2 and CT1.
Proposal 2. RAN2 to agree to the following options for the UE to enter into extended DRX in connected mode: option 1 "timer based transition from connected DRX into C-eDRX", and option 2 "transition directly from connected to C-eDRX" (i.e. timer based or network indicated).
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5 Annex A

The description and impacts of extended DRX solution in idle based on Rel-12 RAN TR 37.869 [5]
Solution 1a: Long DRX cycles in connected mode

NOTE:
This solution is described in TR 23.887 v0.9.0, section 7.1.3.6 "Long DRX cycles in connected mode".

The proposed solution extends the long DRX cycles in connected mode allowing the terminal to switch off its radio transmitter and receiver for longer periods of time, and thus reduce its power consumption.

RAN aspects
Table 7.2.1.1-1: Qualitative analysis for Solution 2a

	Applicability
	UEs that can always tolerate traffic with longer access delays for MT services as well as DL packet delays in the order of the maximum extended DRX value.

	Impacts to radio protocols
	Impacts to DRX cycle calculation if DRX cycle is extended beyond 10.24 seconds. 

Impact to SIB monitoring if UE does not monitor paging according to legacy procedure.

Updates to RRM and RLM measurement requirements may be necessary (RAN4 performance requirements may need to be updated for longer DRX cycles).

	Impact on Mobility
	Without enhancements, mobility performance may be degraded due to increased number of HO failures and RLF occurrences, esp. for high-mobility UE.

	Impacts to S1/Iu signalling
	

	Impact to network implementation
	Support of protocol extensions to enable negotiation of capability of extended DRX cycles.

Support of extended UE specific DRX values and potential mobility enhancement.

	Impact to UE implementation
	Support of protocol extensions to enable negotiation of capability of extended DRX cycles.

Support of extended UE specific DRX values and potential mobility enhancement.

	Impact on UE Power Consumption
	UE Power savings due to longer periods in low power mode. 

	Impact on UE performance
	Degradation of service quality for DL packet delivery due to higher UP latency.


6 Annex B

Simulation parameters
	Parameters
	Values

	Idle mode
	Disable

	Connected DRX
	Enabled

	Conn. Mode short/long DRX
	Disable

	Conn. DRX ON duration
	10 ms

	Conn. extended DRX cycle
	2.56s (legacy long DRX), 10.24, 30s, 90s, 300s

	Conn. DRX inactivity timer
	40ms, 2.56s


	FTP traffic
	Values

	FTP constant file size
	700 bytes

	FTP start time
	100s

	FTP request IAT
	30s,90s,120s,180s,300s,900s,1800s

	Simulation time
	12h


	FTP TCP settings

	Selective ACK (SACK) 
	 enabled

	Delayed ACK mechanism
	segment/clock based

	Maximum ACK delay (generates ACK every other received segment or if two segments are not received within this time interval.)
	0.2s

	Tcp_syn_retries (Max. conn. retransmission attempts)
	3

	Tcp_data_retries (Max. data retransmission attempts )
	5

	Tcp_init_rto (initial retransmission time out)
	3s

	Minimum retransmission timeout 
	1s

	Maximum retransmission timeout
	64s

	MSS  (maximum segment size: largest chunk of data TCP will send)
	1460 bytes

	initial receive buffer (maximum size of buffer for receiving data)
	14600 bytes

	MTU ip (maximum transfer unit for ip)
	1500 bytes

	Initial congestion window (number of MSS-sized TCP segments that will be sent upon slow-start)
	2*MSS

	“Keepalive” mechanism
	disabled

	Maximum TCP connection establishment time for different tcp_syn_retries
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7 Annex C
Other simulation results.
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Figure 2. Figure 1. Average FTP download response time and number of downloaded FTP files for C-eDRX assuming a DRX inactivity timer of 40ms.
