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1. Introduction
In RAN2#89bis meeting, the following conclusions about flow control have been achieved:
	1) For 3C architecture flow control is necessary for the eNB to determine the amount of data to route towards the WLN. (FFS whether flow control runs between WLN and eNB or whether the feedback could e.g. be provided by the UE.)

2) For 2C architecture at least feedback is needed for the eNB to avoid that more than half the PDCP sequence number space is brought in flight. (FFS whether this is provided by a flow control mechanism from the WLN or by the UE)


This contribution will discuss the flow control mechanisms for 3C/2C architecture and also analyze whether the feedback could be provided by the UE.
2. Discussion
2.1. 3C flow control
This section introduces some potential solutions for 3C flow control and gives some analysis for each solution.
1) Reuse the flow control mechanism defined for DC
Same as the flow control mechanism of DC, WLN can send the information e.g. “Desired buffer size for the E-RAB” and “Highest successfully delivered PDCP Sequence Number” etc. to eNB through the Xw interface between eNB and WLN, then eNB shall consider the information for the data offloading. 
The benefits of reusing this flow control mechanism are that it can provide accurate control per bearer per UE, and the capability of the flow control mechanism has been verified in DC. 
But if WLN is located at AC, except the information exchange between WLN and eNB, frequently per bearer information exchange between AP and AC is also needed, this will lead to high signaling load and high complexity of WLAN nodes. This is not the scope of 3GPP, need to be considered by WLAN.
Observation 1: Considered the realization of flow control for 3C, different location of WLN has different impact on the implementation of AP/AC. This is not the scope of 3GPP, and it needs to be considered by WLAN.
Maybe we can assume that the user plane of Xw interface is always terminated at AP while the control plane can terminated at AP or AC. If so, AP can feedback the information for flow control to the associated eNB directly, no need to exchange the info with AC. Based on this assumption, flow control mechanism of DC is more feasible for 3C aggregation. 
Proposal 1: The flow control mechanism for DC should be reused for WLAN 3C aggregation.
2) Some simple flow control mechanisms
Some simple flow control mechanisms can also be considered, a few examples as below:
Per AP flow control
In case of shared buffer is used in AP for all the associated UEs, when the data volume of the buffer exceeds a high threshold or lower than a low threshold, WLN indicates the relevant eNB(s) for data decreasing or increasing.
Per UE flow control
a) By per UE buffer status 
Only considers per UE buffer status, when the data volume of the UE specific buffer exceeds or lower than a certain threshold, WLN informs the eNB to start/stop the offloading or increase/decrease the percentage of data offloading.
b) By per UE throughput
The eNB offloads the data to WLAN with a certain percentage in the beginning. (E.g. 50%, a default value, the initial percentage for offload is up to the implementation). WLN feedback the UE throughput info to the associated eNB, then the eNB can decide to increase or decrease the percentage of data offloading by comparing the UE throughput and the data volume offloaded for the specific UE. 
A simplified per bearer flow control mechanism
WLN provides “the highest successfully delivered PDCP Sequence Number” and “the PDCP Sequence Number received from the Xw interface” to eNB per bearer. The eNB can adjust the data offloading by comparing the information with the PDCP sequence numbers it sent out, how to use the info for flow control in the eNB is left to the implementation. Compared to flow control mechanism of DC, per bearer buffer status is not needed in this mechanism. 
The solutions above are simpler than flow control mechanism of DC, using these solutions less information need to be provided towards eNB from WLAN. But not so accurate control can be provided as flow control mechanism of DC, and these solutions may also require the exchange of information between AC and AP for flow control in case WLN is located at AC.
Proposal 2: RAN2 is requested to discuss if any simple flow control mechanism as provided in section 2.1 is applicable for WLAN aggregation.
3) Not to define and standardize the flow control mechanism, left it to implementation of eNB
If the flow control mechanisms introduced above cannot be accepted by WLAN due to the big impact for AP/AC, we can consider not standardize the flow control mechanism. As eNB can get some information from WLN through Xw interface, E.g. BSS load, etc., assume eNB can do some kind of control for data splitting based on that information, it is left to the implementation of eNB. 
The benefits of this solution are that no further standardization work for flow control and no further impact if considering of reusing the legacy APs for WLAN aggregation.
Proposal 3: RAN2 is requested to discuss if it’s possible not to define and standardize the flow control mechanism for 3C WLAN Aggregation, left it to implementation of eNB.
About Information feedback:
As some information which may be needed by the eNB for 3C flow control cannot be provided by UE e.g. buffer status of AP, it’s recommended that the feedback info to be provided to eNB through Xw interface.
2.2. 2C flow control
As agreed in the last meeting, for 2C architecture at least feedback is needed for the eNB to avoid that more than half the PDCP sequence number space is brought in flight. That means the eNB needs to know the highest successfully delivered PDCP Sequence Number timely, then the eNB can decide to pause/resume the data offloading.
The following texts will analyze the benefits and disadvantages for the two possibilities of feedback:
1) Feedback from WLN through Xw interface.
· Keep alignment with the feedback mechanism of 3C architecture.
· Make full use of the Xw interface.
· Low latency than feedback from Uu interface. 
2) Feedback from UE through Uu interface.
· Feedback from UE will increase the signalling load of the Uu interface. 
· Feedback procedure may be affected by the link status of Uu interface, this may lead to high latency. E.g. during the bad radio link status between UE and eNB, the feedback from UE cannot be sent to eNB in time.
Proposal 4: Feedback from Xw interface should be considered for both 3C and 2C architecture.
3. Conclusions
In this contribution, we discuss the potential flow control mechanisms and feedback mechanisms for 3C/2C WLAN aggregation, and summarized in the proposals below:
Observation 1: Considered the realization of flow control for 3C, different locations of WLN has different impact on the implementation of AP/AC. This is not the scope of 3GPP, and it needs to be considered by WLAN.
Proposal 1: The flow control mechanism for DC should be reused for WLAN 3C aggregation.
Proposal 2: RAN2 is requested to discuss if any simple flow control mechanism as provided in section 2.1 is applicable for WLAN aggregation.
Proposal 3: RAN2 is requested to discuss if it’s possible not to define and standardize the flow control mechanism for 3C WLAN Aggregation, left it to implementation of eNB.
Proposal 4: Feedback from Xw interface should be considered for both 3C and 2C architecture.
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