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1. Introduction
WLAN/3GPP access network selection has been identified as the highest priority issue in the offline email discussion [1] that took place before the RAN2#81bis meeting. In this contribution we describe the access network selection method used by most implementations today, followed by a new method based on the maximum achievable rate metric. We also present simulation results that show the benefit of the proposed method and finally propose three different solutions based on this metric and compare their pros and cons.
2. Discussion
3GPP specifications that define WLAN/3GPP access network selection have been defined in SA2 and CT1 (see [2] and [3]). These specifications deal with security and other high level parameters. It is assumed that WLAN network is either available or not and the questions of what is acceptable WLAN network (in terms of signal strength and other performance related parameters) are left for implementation. Most implementations today consider WLAN network usable if signal to noise ratio is higher than a certain threshold and in the absence of any policy prefer WLAN network over 3GPP network if WLAN network is usable.
In this contribution we propose a different access network selection algorithm which is based on common performance metric which is defined for WLAN, LTE and UMTS networks. The proposed metric is the maximum achievable rate that the UE may get when connected to each access network. This does not necessarily equal the rate that the UE would receive when connected to each access, however it provides a good selection criteria which is common to all the networks.
This metric may be used in a number of ways. In the absence of network selection policies the network which provides the best maximum achievable rate is selected. Alternatively, if network selection policies are enhanced to use this metric, it can be used by the policy engine along with other parameters in more complex network selection algorithms.
Simulation Results
To estimate the benefit of the proposed access network selection algorithm we simulated two scenarios with different access network selection methods:
1. Based on WLAN SNR 40 dB threshold (baseline)
2. Based on maximum achievable rate on each network
In the first scenario WLAN is selected if WLAN SNR is higher than  40dB threshold (which has been identified as the one providing the best results for the threshold based selection method). In the second scenario the network which provides the best maximum achievable rate is selected. 
For WLAN, the maximum achievable rate is calculated as follows:


Where channel utilization is provided by the AP in the "bss load" IE according to the IEEE 802.11-2012 specification [4].
For LTE, the maximum achievable rate is calculated as follows:


Where numRA is the estimated maximum number of resource allocations which may be given to a single UE (provided by the network) and throughpuPerRA is the maximum throughput that the UE may achieve using only one RA (estimated by the UE).
[bookmark: _GoBack]The simulations were based on FTP traffic model 1 in which each UE downloads a file of 0.1MB size as illustrated in the figure below:
[image: ]
Figure 1: Data Traffic Model
It was assumed that the UE goes into idle mode after each download and the network selection decision is performed once for every download event.
The simulation assumptions are listed in the Appendix A below.
The results which show relative gain of the proposed method compared to the baseline are illustrated below:
[image: ]
Figure 2: Simulation Results - Throughput
	
	Average user throughput, Mbps/user
	Cell-edge user throughput, Mbps/user

	Baseline
	33.77
	2.99

	Maximum Achievable Rate
	44.04 (+30,4%)
	9.30 (+211,0%)


Table 1: Simulation Results
As shown in the table above, access network selection algorithm based on the maximum achievable rate metric provides significant performance gain.
Implementation Options
Access network selection algorithm based on the maximum achievable rate metric may be implemented in a number of different ways outlined below.
Solution 1
In this solution the UE estimates the maximum achievable rate for all the networks it can connect to based on the measurements it performs and the assistance information broadcast by the network. 
On the WLAN side the following information is needed to estimate this metric: channel conditions (including MIMO channel rank), bandwidth and BSS. All this information is either already available to the UE as defined in IEEE 802.11-2012 [4] or can be measured by the UE. 
On the UMTS and the LTE side the following information is needed: channel conditions (including MIMO channel rank), bandwidth and maximum resource allocation. While bandwidth and MIMO channel rank are known to the UE and channel conditions can be measured, maximum resource allocation is only known to the network. 
It must be noted that the actual resource allocation the UE may receive and the MCS the UE may use once connected to the network may differ from the estimate, however simulations show that network selection based on this metric still provide significant gains.
To implement this solution it is proposed to enhance the RRC broadcast signalling to indicate maximum resource allocation to the UE. In the proposed solution for LTE, the enhanced broadcast signalling carries the maximum number of resource blocks which may be allocated to a single UE. The network can assume fair allocation of resources across users to broadcast such parameters or use any other algorithm. In UMTS, the enhanced broadcast signalling carries the maximum power ratio of data traffic channel to pilot channel which may be allocated to the UE.
This is illustrated by the following diagram:


Figure 3: Solution 1
The advantage of solution 1 is that it works for both idle and connected mode UEs and it supports offloading to and from WLAN. The disadvantage is that MIMO channel rank estimation in IDLE mode based on CRS may not be always possible, in which case this solution would only provide a coarse maximum achievable rate estimate.
Potential issue with this solution is frequent UE reconnections, i.e. ping-pong effect as well as simultaneous WLAN offload initiation/termination of a large number of UEs. However, these negative effects can be mitigated by adding randomization and hysteresis to a network selection decision.
Solution 1a
This solution is similar to solution 1 in that it is still the UE that estimates the maximum achievable rate on all the access networks based on the measurements it performs and the same as in solution 1 assistance information provided by the network.
The difference is that this solution is defined for connected mode UEs which may perform a better MIMO channel rank estimation based on CSI-RS and therefore the estimated maximum achievable rate is more precise.
Network assistance information may be delivered to the UE using broadcast signalling as in solution 1 or dedicated RRC signalling. The latter option has an additional advantage in that this information may be UE specific, thus allowing more network control and additional method to eliminate negative effects (ping-pong and massive simultaneous offload events) mentioned above.
 The disadvantage is that it only works for connected mode UEs and in order to supported offload from WLAN this solution requires the UE to be connected to both 3GPP network and WLAN, which may waste battery resources.
Solution 2
In this solution it is the 3GPP network that estimates the maximum achievable rate the UE may receive on all access networks the UE may use at a given moment and makes the selection decision.
The solution works as follows. The network (eNB or RNC) schedules WLAN measurements to be performed by the UE. The UE reports to the 3GPP network WLAN measurements including: channel measurements (or MCS), bandwidth, MIMO channel rank and BSS load for all or subset of WLAN networks it can connect to. The network estimates the maximum achievable rate on 3GPP and WLAN networks and based on this and potentially other parameters it may trigger the UE to connect to a specific WLAN network. When connected to WLAN, the UE stays connected to 3GPP network and  may report WLAN measurements according to measurement configuration. If either WLAN or 3GPP network conditions change, the network may trigger the UE to stop WLAN offloading. 
This solution is illustrated in the following diagram


Figure 4: Solution 2
The advantage of this solution compared to solution 1 is that it allows for better MIMO channel rank estimation. The disadvantages are that it only works for connected mode UEs, as it requires the UE to keep 3GPP network connection while connected to WLAN. Additional disadvantage is that it may be hard to coordinate access network selection decisions made by the network with access network selection decisions based on ANDSF policies, which are available to the UE only.
Solution Comparison 
The following table summarizes pros and cons of different implementation options described above. 
	
	Works for IDLE mode UE
	Works for CONNECTED mode UE
	Selection metric estimation accuracy
	Can co-exist with ANDSF policies
	Supports offload from WLAN (in addition to offload to WLAN)
	Signalling overhead

	Solution 1
	Yes
	Yes
	Medium 
	Yes
	Yes
	Low

	Solution 1a
	No
	Yes
	High
	Yes
	Yes
	Low

	Solution 2
	No
	Yes
	High
	No
	Yes (but requires simultaneous connection to both 3GPP and WLAN networks)
	Medium



Note: a combined 1+1a solution approach is possible which may provide the benefits of both.  In this approach the UE makes a coarse maximum achievable rate estimate in the idle mode and, if needed, makes a more precise estimate in connected mode. The UE has the option to trade off more precise maximum achievable rate estimation vs. battery life.

Load Balancing
Access network selection based on the maximum achievable rate metric improves UE performance. However, the operator may wish to control its 3GPP and WLAN network utilization differently, e.g. the operator may wish to steer more traffic to WLAN even at the expense of maximum user throughput. 
In the diagram below we illustrate WLAN and LTE network utilization for the maximum achievable rate simulation scenario:
[image: ]
Figure 5: Simulation Results - Network Utilization
As illustrated in the figure above, WLAN network utilization is lower than LTE, which may not always be desirable by the operator. 
All solutions defined above enable the operator to steer more traffic to a certain access network by adjusting the maximum resource allocation indication sent to the UE (solutions 1 and 1a) or by directing more UEs to a certain network explicitly using dedicated signaling (solution 2).
3. Conclusion and Proposals
Proposal 1: It is proposed to discuss the solutions described above and to include them in the TR.


4. Appendix A – Simulation Assumptions
	Parameters 
	Assumption 

	Channel model
	ITU UMa/UMi

	System BW 
	LTE FDD 20MHz, reuse-1
Wi-Fi TDD 20MHz, reuse-3

	Number of WiFi -AP points  per LTE cell
	2

	Antenna configuration 
	eNB: 2 antennas, 46 dBm
AP: 2 antennas, 30 dBm
UE: 2 antennas, 23 dBm
STA: 2antennas, 20 dBm

	Wi-Fi deployment
	Only operator deployed Wi-Fi

	Transmission scheme
	SU-MIMO 
	SU-MIMO

	Link adaptation 
	MCSs based on LTE transport formats 
	MCSs based on WiFi 

	HARQ scheme 
	CC
	N/A

	DL overhead
	30.95%
	 

	Handover Margin 
	1 dB 
	N/A

	Initial transmission + Maximum number of retransmissions
	4  (HARQ)
	10 (ARQ)

	Feedback and control channel errors 
	No Error 
	ACK

	Scheduler 
	Max PF metric 
	Max PF metric 

	UE speed
	3kmph 

	Scheduling granularity 
	5 PRBs 
	1 packet

	Traffic load 
	Non-Full buffer, 0.1 Mbytes, average  rate of packet arrival in macro  cell =60 sec-1

	Maximum rank per UE 
	2

	Receiver type 
	Interference unaware MMSE (option 1 in R1-110586),
	Interference unaware MMSE

	Feedback periodicity 
	10ms 
	After every transmitted packet

	CQI & PMI feedback granularity in frequency
	2 PRBs
	Full BW

	PMI feedback 
	Rel-8 LTE codebook 
	SVD-based


Table 2: Simulation Assumptions
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