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1
Introduction

RAN#52 has approved a new WI on further enhancements to CELL_FACH as a part of Rel-11 [1]. One of the research topics in this WI is the UE battery life improvement and signaling reduction. As the outcome of the discussion, RAN2#76 has concluded that “Introduce 2nd DRX cycle in CELL_FACH”. 

Since the 2nd DRX aims at reducing the UE power consumption in the CELL_FACH state, in this paper we present quite a similar, but simpler, solution that strives for the same goal. In particular, we propose to consider just to extend the Rx burst size and the maximum length of the DRX cycle.

2
Further enhanced CELL_FACH DRX

As discussed and agreed by RAN2#76 meeting, there seems to be a need for further enhancements of the Rel-8 CELL_FACH DRX functionality that will allow a UE to stay longer in the CELL_FACH state thus benefiting from both lower power consumption, than in CELL_DCH, and a possibility to receive/send some amount of data. One of the ways to introduce further enhancements is to make two-level DRX timer, as in CELL_DCH. This approach was proposed and simulated in a number of contributions [2], [3], [4]. At the same time, one has to bear in mind that unlike CELL_DCH DRX, the CELL_FACH DRX parameters are not provided via the dedicated RRC signalling, but rather broadcasted in SIBs. It sets a number of practical constraints and limitations in a sense that there is no way the network can optimize for a particular UE traffic and/or application behavior, as otherwise it can do for CELL_DCH. Yet another point is that CELL_FACH two-level DRX timer is a new functionality when compared to the Rel-8 DRX solution, which will anyway require additional implementation and testing efforts. Originating from these concerns, we believe that an alternative, yet efficient, method to allow a UE to spend less power in the CELL_FACH state is to keep the existent single-level DRX timer, as per Rel-8 functionality, and just extend the maximum values for cycle length.

Here, we compare the CELL_FACH two-level DRX solution to a simpler solution with a single-level timer but with a larger cycle length. Table 1 presents the simulation parameters used for this study.  In case of the single-level approach, a UE waits for the T321 timeout and then enters immediately a large cycle of 640 or 1280ms.  In addition, we also study the impact of the Rx burst size.  

Table 1: Simulation parameters

	Parameter 
	Single-level DRX
	Two-level DRX

	CELL_FACH throughput
	100 Kbit/s
	100 Kbit/s

	CELL_FACH 1st DRX cycle
	640 / 1280 ms
	320 ms

	CELL_FACH 1st DRX Rx burst length
	2 / 10 ms
	10 ms

	CELL_FACH 1st DRX trigger timeout (T321)
	400 ms
	400 ms

	CELL_FACH 2nd DRX cycle
	
	1280 ms

	CELL_FACH 2nd DRX Rx burst length
	
	2 ms

	CELL_FACH 2nd DRX trigger timeout
	
	5120 ms


Figure 1 presents a few application traces recorded in RAN as they destined towards a UE. The exact application type of first traces is not known, whereas last two ones correspond to the iChat application. As can be seen, traffic profiles can be quite different, ranging from quite regular activity as in case of the iChat application, to highly irregular ones;  packet sizes can also vary a lot.
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Figure 1: Application traffic traces

Table 2 presents a summary for the simulation results, when all the aforementioned traffic traces were tested against the single-level and two-level DRX solutions. In addition, Figure 2 summarizes the packet delay statistics. As can be seen, there is a marginal difference between the results for more or less regular traffic activity, as in case of the iChat application. Due to relatively short time intervals between data transmissions, a UE has less chances to enter the second level DRX timer, thus spending equally large amount of time in the first and second DRX cycles. So, in that case, having the single-level solution with just a larger DRX cycle can provide equal or even the better performance. If we take a look at other traces, where we have larger intervals of inactivity, then we can notice that two-level DRX can outperform single-level DRX with 640ms cycle, because the former spends much more time in the second cycle. Even though the single-level DRX with 1280ms can ensure even a smaller “ON” time, it results in larger delays, for quite obvious reasons. At the same time, having compared two-level DRX results with different single-level DRX parameter combinations, it is possible to arrive at the conclusion that 640ms cycle length and 2ms Rx burst size configuration provide quite a good trade-off between the total “ON” time and delays.

Table 2: Simulation results for single- and two-level DRX timers

	Trace 
	Total Rx time (%)
	Listen time before 1st DRX (%)
	1st DRX time (%)
	2nd DRX time (%)
	Total ON time (%)

	Single-level DRX (640 ms cycle / 2ms Rx burst)

	Trace 1
	0
	0.3
	99.7
	0
	0.6

	Trace 2
	0.1
	0.7
	99.2
	0
	1.1

	Trace 3
	5.9
	6.4
	87.7
	0
	12.6

	Trace 4
	2.9
	7.7
	89.4
	0
	10.9

	Single-level DRX (640m cycle / 10ms Rx burst)

	Trace 1
	0
	0.3
	99.7
	0
	1.9

	Trace 2
	0.1
	0.7
	99.2
	0
	2.4

	Trace 3
	5.9
	6.4
	87.7
	0
	13.7

	Trace 4
	2.9
	7.7
	89.4
	0
	12

	Single-level DRX (1280ms cycle / 2ms Rx burst)

	Trace 1
	0
	0.3
	99.7
	0
	0.5

	Trace 2
	0.1
	0.6
	99.3
	0
	0.8

	Trace 3
	5.9
	5.2
	88.9
	0
	11.3

	Trace 4
	2.9
	6.7
	90.4
	0
	9.8

	Two-level DRX

	Trace 1
	0
	0.3
	3
	96.7
	0.6

	Trace 2
	0.1
	0.8
	2.5
	96.6
	1.1

	Trace 3
	5.9
	7.4
	38.9
	47.8
	14.6

	Trace 4
	2.9
	7.8
	38.8
	50.5
	12.1
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Figure 2: Packet delay CDF curves

In Annex A, we present similar simulation results but for the bursty traffic model, as in [2]. There, one can see a similar trend and come to the similar conclusions. From the viewpoint of a trade-off between the “ON” time and delays, the single-level DRX with the cycle length of 640ms and Rx burst length of 2ms can yield the best performance. The only case when the two-level DRX can bring a better gain in terms of the “ON” time is the large inter-arrival time of 20s. However, as can be seen from Fig. A.1, it has worse delay performance. 

Based on the presented results, we can conclude that it is equally, or maybe even more important, to have the Rx burst sizes smaller than 10m. If there is a highly regular traffic, which does not allow a UE to enter the longer cycle, then it is crucial to ensure that a UE spends as least time as possible while listening to the DL channel.

Proposal 1: Introduce shorter Rx burst sizes.

As already elaborated earlier and as discussed in the analysis of the simulation results, it is somewhat questionable whether it is possible to achieve noticeably larger gains by introducing the second level timer, when compared to just extending the maximum cycle length.  

Proposal 2: Introduce further enhancements for the CELL_FACH DRX by increasing the maximum size of the DRX cycle.

As discussed and explained in [3], the overall activity time depends not only the cycle length and the Rx burst size, but also the time, after which a UE can enter the DRX. As per Rel-8 functionality, the minimum time before entering DRX, which is referred to as T321, is 100ms. 

Proposal 3: Discuss whether the minimum value of 100ms for the T321 timer is sufficient or whether it should be reduced.

3
Other aspects

Even though further enhanced DRX for the CELL_FACH state is perceived by a few companies as a more efficient state than URA_PCH/CELL_PCH from the RRC signalling load point of view, our position is that both solutions can co-exist and complement efficiently each other. In particular, the network can configure (further enhanced) DRX for CELL_FACH with one set of parameters, and still broadcast parameters for and move UEs to more power efficient states, e.g., URA_PCH/CELL_PCH.  As a result, fast dormancy requests should be allowed if the further enhanced DRX cycle length is shorter than one broadcasted for the xxx_PCH and/or Idle mode.

Proposal 4: Allow a UE to send the SCRI requests if the further enhanced DRX is configured by the network.

4
Conclusion

In this paper, we have presented an analysis of two ways to enhance further the CELL_FACH DRX mechanism: the second level DRX timer and just extension of the DRX cycle length of the single-level timer. Based on the presented simulation results, the single-level timer can achieve a good tradeoff between the delay and the total “ON” time, resulting in not worse or even better performance than the two-level DRX timer. Even though we acknowledge that the two-level DRX is more versatile in configuration and allows for better adaptation to a particular traffic profile, this benefit becomes negligible when the exactly same parameters are broadcasted to all the UEs, which is the case in the CELL_FACH state. Thus, our view is that by just extending the maximum DRX cycle length, both the UE and network side vendors will be able to rely upon the Rel-8  DRX functionality without any further testing efforts, thus ensuring faster time to market.

As a summary, our proposals are:

Proposal 1: Introduce shorter Rx burst sizes.

Proposal 2: Introduce further enhancements for the CELL_FACH DRX by increasing the maximum size of the DRX cycle.

Proposal 3: Discuss whether the minimum value of 100ms for the T321 timer is sufficient or whether it should be reduced.

Proposal 4: Allow a UE to send the SCRI requests if the further enhanced DRX is configured by the network.
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Annex A

In this section we consider the bursty traffic model  with the truncated lognormal distribution for the burst  size and the exponential packet inter-arrival time. For the purpose of this study, we vary the burst size from 250 bytes to 10 KB, and the burst inter-arrival time varies from 5 to 20 seconds. The reason we limit the maximum burst size to 10KB is the fact that larger bursts experience too large delays with the limited CELL_FACH throughput, thus causing TCP retransmission timeouts in the real life. The reason we do not consider burst inter-arrival time less than 5 seconds is that the 2nd DRX triggering timeout is set to 5120ms; smaller  inter-arrival times will not allow a UE to enter the CELL_FACH 2nd DRX. When the data burst arrives to the network, it is logically partitioned into the SDU(s) with the maximum size of 1200 bytes. It should be noted that there is only the downlink traffic and there is no uplink data sent by a UE. The overall simulation time is 20 hours. 

Table A.1: Simulation results  with the two-level DRX timer.

	Mean file size [byte]
	Mean inter-file time [s]
	Total time = 100%
	Total ON time [%]

	
	
	Receive data time [%]
	Channel listen time before entering 1st DRX [%]
	Total 1st DRX time [%]
	Total 2nd DRX time [%]
	

	250
	5
	0,4
	7,2
	56,6
	35,8
	9,4

	250
	10
	0,2
	3,8
	38
	58
	5,3

	250
	20
	0,1
	1,9
	21,7
	76,3
	2,8

	2000
	5
	3,3
	7
	56
	33,7
	12,1

	2000
	10
	1,6
	3,7
	36,7
	58
	6,5

	2000
	20
	0,8
	2
	21,9
	75,3
	3,6

	5000
	5
	8
	6,6
	52,6
	32,8
	16,4

	5000
	10
	4
	3,7
	36,1
	56,2
	8,9

	5000
	20
	2
	2
	21,9
	74,1
	4,8

	10000
	5
	15,9
	6
	48
	30,1
	23,5

	10000
	10
	7,9
	3,4
	34,5
	54,2
	12,5

	10000
	20
	3,9
	1,8
	20,4
	73,9
	6,4


Table A.2: Simulation results  with the single-level DRX timer (1280 ms DRX cycle / 2ms Rx burst).

	Mean file size [byte]
	Mean inter-file time [s]
	Total time = 100%
	Total ON time [%]

	
	
	Receive data time [%]
	Channel listen time before entering 1st DRX [%]
	Total 1st DRX time [%]
	
	

	250
	5
	0.4
	6.8
	92.8
	
	7.3

	250
	10
	0.2
	3.7
	96.1
	
	4.1

	250
	20
	0.1
	1.9
	98
	
	2.2

	2000
	5
	3.2
	6.7
	90.1
	
	10.1

	2000
	10
	1.6
	3.6
	94.8
	
	5.4

	2000
	20
	0.8
	2
	97.2
	
	2.9

	5000
	5
	8
	6.3
	85.7
	
	14.4

	5000
	10
	4
	3.6
	92.4
	
	7.7

	5000
	20
	2
	1.9
	96.1
	
	4.1

	10000
	5
	15.9
	5.7
	78.4
	
	21.7

	10000
	10
	7.9
	3.4
	88.7
	
	11.4

	10000
	20
	3.9
	1.8
	94.3
	
	5.8


While comparing the simulation results in Table A.1 and A.2, one can notice one interesting thing. Assuming the same parameters, the single-level DRX timer provides even lower power consumption when compared to the two-level timer. It explains to a simple fact that unlike the two-level timer, which waits for some time before entering the longer cycle, a single-level solution allows a UE to enter it immediately, resulting in the lower “ON” time.  Even if the DRX cycle is shortened down to 640ms, then still the single-level timer can provide smaller “ON” time, as presented in Table A.3. However, this is not the case anymore for very large inter-arrival time, such as 20 seconds. As can be seen from Table A.3 and Table A.2, in this case the two-level timer provides the better power saving since a UE can spend more time in a larger cycle of 1280ms.

Table A.3: Simulation results  with the single-level DRX timer (640 ms DRX cycle / 2ms Rx burst).

	Mean file size [byte]
	Mean inter-file time [s]
	Total time = 100%
	Total ON time [%]

	
	
	Receive data time [%]
	Channel listen time before entering 1st DRX [%]
	Total 1st DRX time [%]
	
	

	250
	5
	0.4
	7.2
	92.4
	
	7.9

	250
	10
	0.2
	3.8
	96
	
	4.4

	250
	20
	0.1
	1.9
	98
	
	2.4

	2000
	5
	3.2
	7.1
	89.7
	
	10.6

	2000
	10
	1.6
	3.7
	94.7
	
	5.6

	2000
	20
	0.8
	2
	97.2
	
	3.1

	5000
	5
	8
	6.6
	85.4
	
	14.9

	5000
	10
	4
	3.7
	92.3
	
	8

	5000
	20
	2
	2
	96
	
	4.3

	10000
	5
	15.9
	6
	78.1
	
	22.2

	10000
	10
	7.9
	3.5
	88.6
	
	11.7

	10000
	20
	3.9
	1.8
	94.3
	
	6


While comparing the delay performance, it is worth mentioning that the single-level timer with a large DRX cycle results in larger delays. As can be seen from Figure A.1, where we present the delay CDF curves, two-level timer provides smaller delays. At the same time, the difference in delay is noticeable only for the case with the burst size 10 Kbytes and the inter-arrival time of 5 seconds. Under these circumstances, the network most likely would move a UE to the CELL_DCH state. It is however noticeable that the single-level DRX timer with the cycle length of 640ms provides the comparable or sometimes even better delay performance.
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Figure A.1: SDU delay CDF curves

