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1. Introduction

In RAN WG2 #60, it was agreed that flow control in RLC is not needed unless it is shown to be really required in the future.

The discussion in RLC was focused on the possibility of buffer overflow and the relationship between the buffer size, transmitting window, and receiving window. It was decided since the eNB is responsible for not overflowing the UE’s buffer (based on UE’s capability) and the eNB controls the UL grant to manage its own receiving buffer, a fixed window size would greatly simplify the standard and implementation.

While we agree that flow control may not be needed in RLC, we believe that DL flow control in general is needed in LTE and MAC is the correct layer to handle it.

In this contribution, we discuss the need and benefits of DL flow control in LTE. We also identify a few alternatives and propose a solution.
2. Discussion

2.1. Background

Today’s UEs support multimedia and many different applications running concurrently (e.g., email, video, voice, etc.), even more so in LTE due to the very high data rate supported. Each application demands certain amount of resources from the UE (e.g., processing power, buffers, battery power, etc.). The amount of resources needed is dynamic.
Obviously, a UE can be designed to handle the sum of all maximum instantaneous requirement of all applications but in reality, to keep the UE cost at a reasonable level, the UE will be designed to handle the most common load conditions and prioritize the most important tasks rather than handle the peak instantaneous requirement, which could be significantly larger than the common load (e.g., when all the applications happen to launch at the same time when the UE is receiving the peak data rate at the same time). This issue of over-dimensioning the UE (hence driving the cost up) is similar to the concern raised in [1].

If a UE is not over-dimensioned, in some scenario, it’s bound to run low in resources and when that happens, the UE will have to prioritize some tasks and throttle others. For instance when the UE is used to take photos in burst mode, the UE’s resources should be assigned in priority to encoding the picture and writing it to memory. Should writing to memory be a bottleneck, other applications such as a LTE download should slow down.
One may argue that applications and air-interface have separate processors so their load will not affect each other. However, even in this kind of architecture, there will be resources that are shared (e.g., data bus).
In extreme cases, a UE may even attempt to reduce the DL data rate by sending back HARQ NAKs, which is an extremely bad idea since it will be throttling the traffic from all the radio bearers equally (i.e., including VoIP, L3 signalling, etc.) and it’s wasting the over-the-air capacity and network resources. We believe it is beneficial to have a standardised flow control procedure as opposed to different implementations by different UE vendors.
One may argue if the flow control is needed only non-frequently (say, less than 1% of the time), it’s acceptable to not have flow control and just discard the packets. A counter example to this argument is when booting up a computer, the booting time is much less than 1% of the total up time and yet the bootup speed is greatly noticeable by the user and any improvement will be greatly appreciated by the user. In LTE, without flow control, the user will definitely notice the effects of discarded packets (e.g., VoIP) and slow downed user applications even though they don’t happen frequently in terms of percentage.
DL flow control can be used to address the above issues. DL flow control offers the following benefits:

· Flexibility for UE implementation and hence reducing the cost (e.g., UE could share certain resources among applications to achieve “multiplexing gain”)
· Better goodput, since network allocates no more bandwidth to a UE than it can consume
· Protecting the UE under overload scenario

· An effective means for the UE to cope with high peak data rate to average data rate ratio without over-dimensioning the UE

· Better user experience thanks to lower UE response times (e.g., user application launches faster. When being launched, the UE can invoke flow control to reduce the best-effort flow temporarily when the application is being launched)
However, flow control should be designed with the following principles to avoid abuse:

· Flow control is to be used sparingly and only as needed

· Flow control is not a means for the UE to claim support of a data rate that it cannot sustain in reality. The intention is to alleviate instantaneous and temporary resource starvation in the UE and it is not meant for limiting the DL data flow in the long run

· PBR radio bearers should not be flow controlled. i.e., only best-effort type of radio bearers should be flow controlled where there is no guaranteed PBR
Proposal 1: Agree that DL flow control is needed in LTE.

2.2. Potential Solutions

We identified the following alternatives to achieve flow control with pros and cons:
· MAC Flow Control – when the UE resource runs low, the UE sends a feedback to the eNB using a MAC Control PDU indicating the level of data rate reduction needed (e.g., reduce DL traffic by 10%, 50%, etc.). eNB reacts by reducing the DL data rate based on the QoS requirements for each radio bearer (e.g., eNB will reduce the DL data rate of the best-effort radio bearers only) 
· Pros
· Fine granularity of flow control since the eNB could indicate data rate reduction needed in the MAC Control PDU

· UE only sends the MAC Control PDU when needed (minimal overhead)

· eNB has total control over which radio bearers to reduce the DL data rate (including but not limited to RLC-AM flows, RLC-UM flows, MBMS, etc.)
· eNB can reduce both RLC new transmissions and retransmissions

· Very little effort to standardise since most procedures will be in the eNB
· Cons

· Need new MAC control message
· RLC Flow Control – Similar to the flow control in UTRAN RLC where the receiver controls the transmitter transmission window

· Pros

· Already exists today in UTRAN and well tested in the field

· Little effort to standardise (can reuse existing procedures in UTRAN RLC)
· Control each radio bearer independently

· Cons

· Cannot effectively control the data rate since the transmitter window is in units of RLC sequence number and RLC PDU has flexible size (e.g., even if the window is shrunk to one, the UE could still receive a very big single PDU per TTI)

· Allows UE flexibility to prioritise the radio bearers differently than the eNB would

· Cannot control RLC retransmissions

· Cannot control RLC-UM traffic
· CQI Flow Control – Use some reserved code point to indicate flow control level

· Pros

· Very little effort to standardise (to reserve the code points in CQI)

· Cons

· Need to always pay the CQI overhead even when the UE does not need flow control, which is most of the time

· UE capability – Change the UE capability on the fly depending on the level of flow control needed
· Pros

· Already supported in the standard

· Cons

· More overhead using RRC signalling

· Potentially slower turnaround time due to RRC and ANSI.1 decoding
· Granularity too coarse
· Application layer flow control – Relies on the application to perform flow control

· Pros

· No need to standardise

· Cons

· End-to-end flow control is not implemented in all applications (only TCP based apps, not UDP based apps like e.g. streaming video which may also be quite bandwidth-intensive

· Not suitable to control flow in real-time
Among the alternatives above, we believe that MAC Flow Control is the best solution since it offers a lot of flexibility with minimal overhead and standardisation effort. It also gives the eNB the total control.
It is worthwhile to point out with all the alternatives above other than RLC flow control, the UE will not have the flexibility to perform per-radio bearer flow control according to QoS. As a result, the eNB is expected to honour the relative QoS requirements of the all the traffic flows during flow control. If this is not the case it may cause degraded performance for priority traffic and result in poor end user experience.

Proposal 2: Flow control is performed at the MAC layer
Proposal 3: UE sends MAC Control PDU as a flow control feedback to the eNB
Proposal 4: In response to the feedback received, eNB should reduce the DL data rate according to the QoS of the radio bearers (e.g,. not to reduce data rate of Layer 3 Signaling, VoIP, etc.)
3. Conclusion

We believe we should standardise a flow control mechanism in LTE.
Proposal 1: Agree that DL flow control is needed in LTE.

Proposal 2: Flow control is performed at the MAC layer

Proposal 3: UE sends MAC Control PDU as a flow control feedback to the eNB

Proposal 4: In response to the feedback received, eNB should reduces the DL data rate according to the QoS of the radio bearers (e.g,. not to reduce data rate of Layer 3 Signaling, VoIP, etc.)
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