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1.
Introduction
In this document we discuss a few potential enhancements to the user plane. The objective is to allow RLC to support higher peak throughputs and shorter delays.
2.
Extend RLC-AM Sequence Number space
2.1
Background
The SN space for RLC AM is 12 bits, corresponding to 4096 values. As explained in [1], it is not possible for the window size to be extended beyond half this range, i.e. 2048. Based on this, even when there are no errors on the physical layer, the throughput on an ACK based re-transmission protocol would be limited to: MaxTput = 2048*PDU_size/RTT. Note that this assumes that ACKs are transmitted as soon as a packet is received. If, the ACKs are delayed as is the case for RLC with the use of the status prohibit timer (SPT), then this formula becomes: MaxTput = 2048*PDU_size/(RTT + SPT).

The table below provides the peak throughput values corresponding to different RTT, SPT and PDU size values:
	Tput (kbps) for SPT = RTT/4

	PDU size \ RTT
	80ms
	120ms
	160ms
	200ms

	320bits
	6,554
	4,369
	3,277
	2,621

	640bits
	13,107
	8,738
	6,554
	5,243


	Tput (kbps) for SPT = RTT/2

	PDU size \ RTT
	80ms
	120ms
	160ms
	200ms

	320bits
	5,461
	3,641
	2,731
	2,185

	640bits
	10,923
	7,282
	5,461
	4,369


	Tput (kbps) for SPT = RTT

	PDU size \ RTT
	80ms
	120ms
	160ms
	200ms

	320bits
	4,096
	2,731
	2,048
	1,638

	640bits
	8,192
	5,461
	4,096
	3,277


For very low residual error-rates (e.g. thanks to HARQ for HSDPA), it would be possible to operate with an SPT equal to RTT/4. Based on such an SPT, based on the current RLC specification, there would be three spurious re-transmissions every time a packet is lost. Such a configuration would therefore help boost performance in very good channel conditions and un-loaded system at the expense of the performance in bad channel conditions.
As can be seen from these tables there are a number of configurations for which it would be impossible to achieve the peak data-rate of about 10Mbps, which is in theory possible on an HSDPA system, because of RLC limitations. 

Of course, it would be possible to improve the performance by improving network implementations (reducing RTT) or by constraining RRM (use 640 bit PDUs). However, it seems to us that increasing the sequence number space and enabling UEs to support larger buffer sizes would be a simpler and less intrusive way of achieving the goal of increased peak data-rates.
2.2
Alternative Proposals
Extend the AMD PDU header to 3 bytes

It would be possible to simply extend the current RLC PDU header by an extra 8 bits, giving ourselves plenty of room to expand data-rates in the future. The 336 bit overall size would of course need to be maintained so that we can reuse the existing RAB configurations. However, this could easily be achieved by reducing the amount of payload that can be sent per PDU.

The only problem with this scheme is that, for the base TB size of 336 bits, it increases RLC overhead by another 2.5% to a total of 7.5%. This additional overhead would be incurred by UEs all the time, independently of whether they are at a location or with a system loading that allows the throughputs that would make use of this increased SN space.

Note that changing the RLC SN size between 2 and 3 bytes would require re-establishing the RLC entity. Therefore, it is unlikely that it would be possible to only configure the additional overhead when it is needed.
Extend SN with reserved bit in AMD PDU header
The current AMD PDU header contains a reserved bit as part of the HE field:
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This bit could in theory be merged with the SN to double the available space giving the system some reprieve, and would allowing to achieve the same performance as with a 640bit PDU size, while using the more standard 320bit one. However, it is hardly a forward looking solution, given that with the eventual inclusion of MIMO, it may be necessary to support data-rates that go beyond the peak HSDPA rates.
Use RLC-AM state information to compress header

The three byte header results in a constant amount of additional overhead. However, in the end it would only be useful in a fraction of the cases. In RLC, the transmitter and receiver maintain state variables indicating the positions of their respective windows. We propose to support a variable SN size, and to determine the size based on the values of the RLC state variables. For example, two SN sizes could be supported, the current 2 byte header and a 3 byte header including an extension field for the SN. As in the case of the 3 byte header, the idea would be to reduce the payload size instead of increasing the RLC PDU size, in order to maintain the compatibility with the current RAB configurations.
In the transmitter, VT(S) indicates the SN of the next PDU to be transmitted and VT(A) indicates the latest PDU to have been acknowledged by the receiver and therefore constitutes the beginning of the transmitter window. In the receiver, VR(R) indicates the latest SN received in sequence and VR(H) the highest SN within the window to have been received.
Based on the RLC specification, these state variables will always satisfy the following relationships: VT(A)<=VR(R)<=VR(H)<=VT(S). Therefore, for any PDU, SN-VR(R) will always be smaller than SN-VT(A). 

Hence, if the transmitter relies on the difference SN-VR(R) to decide whether to send the short SN, it would be ensured that the receiver would be able to interpret un-ambiguously the position of the PDU upon reception. Therefore, the additional byte of information would only be used in case the transmitter wanted to exceed the limit of 2048 out-standing PDUs.

Note the following about this scheme:

· As in the past, each PDU contents are determined once and are not changed during re-transmissions. This means that although the window has advanced, re-transmissions may need to be sent with the 3 byte header if this is what was used in the initial transmission. It is therefore necessary to indicate which SN size is sent within the short header. This could be done using the reserved bit identified above.
· The same compression scheme could be applied for status reports, by exploiting the fact that VR(H)<=VT(S). Whether to do this depends on the trade-off between overhead and complexity.

2.3
Feasibility/backward compatibility impact

Contrary to using the 640bit PDU size, the change in the RLC header would not impact compatibility with existing RAB combinations for as long as the total RLC PDU size (including the SN) fits in the original TB size. This would also make the change transparent to earlier release systems during mobility, as long as the S-RNC supports it. It is only at the time of S-RNS relocation that it would be necessary to perform an RLC re-establishment, which is standard procedure anyway. Therefore, we foresee very few problems with such a change.
3
RLC Data prioritization

3.1
Background

For Rel-6, it was already agreed to assume that the UE will use a common memory pool for all RLC entities. Based on this, buffered data from one RB may be holding up room in the UE buffer, thus preventing another RB with higher priority that suddenly started transmitting from achieving the best possible performance. 
It is therefore important to make sure that the RLC buffer can be cleared of data in order to allow efficient operation. For this purpose, it is important to allow re-transmissions and status reports to be sent as soon as possible. Such prioritization is already mandated within RLC. A problem may however arise in prioritizing data outside RLC, i.e. in MAC at the UE and at the MAC-c/sh/hs in the network.
The current UL TFC selection scheme uses strict priorities. Data is only prioritized based on the priority of the logical channel it is associated with. It is already possible to distinguish data and control information at the MAC level by associating an RLC-AM entity with two separate logical channels, one for each type of information. Giving higher priority to the logical channel carrying status information could help this situation. There are however a couple of problems with this scheme. First, the need to handle the new data as a completely independent channel makes the RB mapping configuration and potentially the TFCS more complex. Second, it does not address re-transmissions, which also need to go through for the buffer to be advanced. 

It is quite likely that similar issues also exist in DL. In the case of co-located MAC/RLC, the issue is not at all addressed in the standard and as such is purely implementation dependent. The interface to MAC-hs is also able to cope with prioritization on a PDU by PDU basis, making it easier for network manufacturers to take the type of RLC information into account. We do not have a clear view on what is done in this regard for MAC-c/sh.
3.2
Proposals
It is proposed to discuss the question raised here and to consider the following alternatives:
· Modify the TFC selection scheme to not result in starvation:
If RABs are always able to transmit some data then status reports and re-transmissions are likely to be transmitted even if a higher priority RAB suddenly has a lot of data to transmit.

· Expand the current two logical channel scheme to include re-transmissions: 
It would be possible to either introduce a third logical channel for support of re-transmitted data, or to simply also map that data on the logical channel carrying control PDUs.

· Introduce new primitives between RLC and MAC:
Expand the interface between MAC and RLC to provide a separate Buffer Occupancy measure for status reports and re-transmissions and modify the TFC selection to take this into account.

3.3
Effect of out-of-sequence

When data from the same RLC entity is sent through multiple logical channels, there is always a risk of resulting in information being received out-of-sequence. 
Already today, when an RLC entity is mapped onto two logical channels, it is possible that data from one may overtake data from the other if they are mapped on TrCHs with different TTI durations. Consider for example data being transmitted on 80ms TTIs and status reports on 20ms TTIs. A status report sent during the second 20ms of the 80ms TTI would be received before the data, potentially resulting in problems at the receiver.

Similar problems have been identified with MAC-hs, because of the buffering at Node-B level and the independent re-ordering. In [1], one solution was proposed for circumventing this problem using more intelligent priority allocation to PDUs. 

In the case of MAC-e, a way to insure in-sequence delivery even when different priorities are used for different data is to require that all logical channels coming from a given RLC entity pass through the same re-ordering entity. This may prevent higher priority data like status reports and re-transmissions to be sent with shorter delays (e.g. by boosting beta factors) but it would ensure that RLC does not need to cope with reception of data out-of-sequence. Another alternative would be to, independently of the use or not of a re-ordering layer in MAC-e, try to mitigate the effects of out-of-sequence reception of information at RLC.

4.
Vary number of PDU re-transmissions

Based on the current RLC specification, status reports are triggered using polling or a couple of alternative status reporting triggers. As explained in [2], the only configuration that makes sense from the point of view of limiting spurious re-transmissions is to set the status prohibit timer to a value larger than the RTT. If the value is lower, then the resulting spurious retransmissions would cause a reduction in the average effective throughput by an amount equal to the FER. On the other hand, delay in the retransmission of lost packet can cause the stalling of the transmission window. Therefore, the current scheme results in a trade-off between the average throughput and the delay in completing re-transmissions. 
A way to reduce the re-transmission delay while having a limited impact on the average achievable throughput, would be to vary the number of re-transmissions for a given PDU depending on the number of RTTs for which it has been in transmission. Consider for example the case of a system with 5% FER. A PDU is sent out and lost. One RTT later, it is re-transmitted and with a total probability of 0.25% it is lost again. At the following RTT, attempting two re-transmissions of this PDU in consecutive TTIs would cause only a marginal impact on the overall throughput, but it would pretty much ensure that this PDU would be received and that the transmission window can be advanced.
Therefore, we propose to allow the UTRAN to configure the number of re-transmissions that take place for a given PDU depending on the number of RTTs for which they have been transmitted. One possibility would be to associate the number of transmissions to perform based on the value of VT(DAT). However, this scheme would not allow to guard against errors in the status reports. Instead, we would propose to vary the number of NACK reports that the receiver sends back for a given PDU every time a new status report is triggered.
Below we provide a couple of illustrations of the scheme. The red arrow is used to indicate transmissions and re-transmissions of a particular PDU and the dotted line is used to indicate NACK reports for this PDU.


[image: image2]
Figure 1: Example with no status report loss

[image: image3]
Figure 2: Example with status report loss
Note that this scheme can easily be integrated with the status report enhancements proposed in [2]. Indeed, it would be possible to determine the number of NACK transmissions that are required based on the number of times that the NACK Prohibit timer elapsed for a specific hole in the sequence number sequence.
4.
Conclusion
It is proposed to discuss the proposals in this paper and to agree on the following:

· Use the compressed 3 byte SN to increase the range of data-rates supported in RLC-AM.

· Map re-transmissions to the logical channel carrying control PDUs in the two logical channel configuration.
· Address the effect on RLC of out-of-sequence reception of control information to make it easier to support the two logical channel configuration.

· Consider the possibility of supporting a configurable number of re-transmissions per RTT, in order to provide better control of the trade-off between average throughput and delay. 
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