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1. Introduction

6 bit E-TFCI has been a working assumption in RAN2, meaning that we have to cover 40000 bit MAC-e PDU size with only 64 information instances. This is quite harsh requirement comparing to HSDPA where 256 TFRIs are available.  

During conference calls for HSUPA stage 2, Preconfigured E-TFCS approach seems to get wide support, but we don’t feel it is the solution.

In this paper two more methods, configurable E-TFCS approach and blind detection approach are introduced. They are briefly explained and the pros and cons of all approaches are analyzed.  

Based on the analysis, configurable E-TFCS approach is proposed to be adopted for HSUPA.

2. Overview of Approaches
2.1 Preconfigured E-TFCS approach 
In this scheme, set of preconfigured E-TFCS tables are stored in UE and Node B, and one of them is selected when EDCH is set up. 

E-TFCSs would be aligned with the most widely used RLC PDU size to minimize padding.

The basic idea of this approach is that when a MAC-e PDU is made up with MAC-e header, MAC-e payload and CRC, we can anticipate the MAC-e payload size to be multiple of commonly used RLC PDU sizes. So if we choose MAC-e header size properly, we can minimize the padding bits (or eliminate them if lucky) with MAC-e payload sizes aligned with commonly used RLC PDU sizes.  

This is a simple method with almost no signaling requirement to establish E-TFCS.  

However UE would be required to store rather huge number of E-TFCS tables, and there would be unavoidable padding bits because of MAC-e header size variation.

Firstly let’s start from the number of E-TFCS tables. MAC-e payload is made up with RLC PDUs possibly coming from various logical channels. So the size of MAC-e payload may be a function of the sizes of RLC PDUs contributing the MAC-e payload.    

Currently following services are considered to be provided over EDCH, and typical RLC PDU sizes would be like;

1. Low/Medium speed streaming/interactive/background RAB, typical PDU size is 336 bit

2. High speed streaming/interactive/background RAB, typical PDU size is 656 bit

3. VoIP, for feasible frame fill efficiency [2] analyses 6 PDU sizes [328, 312, 272, 232, 200, 112] needed.
4. SRBs, typical PDU size is 148 bit

Then 15 scenarios of service combinations are possible; 

	
	Scenarios
	RLC PDU sizes to be considered

	1
	Low/medium speed RAB only
	336

	2
	High speed RAB only
	656

	3
	VoIMS RAB only
	328, 312, 272, 232, 200, 112

	4
	SRBs
	148

	5
	Low/medium speed RAB + High speed RAB
	336, 656

	6
	Low/medium speed RAB + SRB
	336, 148

	7
	High speed RAB + SRB
	656, 148

	8
	VoIP + SRB
	328, 312, 272, 232, 200, 112, 148

	9
	Low/medium speed RAB + VoIP
	336, 328, 312, 272, 232, 200, 112

	10
	High speed RAB + VoIP
	656, 328, 312, 272, 232, 200, 112

	11
	Low/medium speed RAB + VoIP + SRB
	336, 328, 312, 272, 232, 200, 112, 148

	12
	High speed RAB + VoIP + SRB
	656, 328, 312, 272, 232, 200, 112, 148

	13
	Low/medium speed RAB + High speed RAB + VoIP
	336, 656, 328, 312, 272, 232, 200, 112

	14
	Low/medium speed RAB + High speed RAB + SRB
	336, 656, 148

	15
	Low/medium speed RAB + High speed RAB + VoIP + SRB
	336, 656, 328, 312, 272, 232, 200, 112, 148


It is obvious that single E-TFCS table can not cover all those scenarios with fair padding efficiency. Then the question would be how many tables we need. Considering that we need at least as many E-TFCS tables as the number of scenarios we want to support, it would be around 9 (1,2,5,6,7,11,12,13,14). 

Currently we have focused on how to define MAC-e payload sizes efficiently, but having proper MAC-e header size is important also.
Even though exact MAC-e header format is not decided yet, MAC-e header size will vary according to the contents of MAC-e payload. In [1] MAC-e header size is N * minimum header size, where N is the number of logical channels multiplexed in a MAC-e payload. 

When there is only one RLC PDU in a MAC-e payload, MAC-e header size is always minimum header size. But when there are multiple RLC PDUs in a MAC-e payload, MAC-e header size is not obvious. There are 2 such cases.

Case 1) N RLC PDUs with all different PDU sizes in a MAC-e payload. 

Case 2) N RLC PDUs with the same RLC PDU size in a MAC-e payload.

Case 1 has only one MAC-e header size which is N * minimum header size.

Case 2 is a bit complicated because same RLC PDU size does not mean that those PDUs are coming from the same logical channel. Let’s assume that 2 RLC PDUs of the same size are concatenated in a MAC-e payload. If those PDUs come from the same logical channel, the MAC-e header size will be just the minimum header size. on the other hands, it PDUs come from different logical channels, the MAC-e header size will be two times minimum header size. 

The problem is that logical channel multiplexing is UE specific, so we should have some margin in the preconfigured table, which will be used by all UEs. 

For example, if a E-TFCI is corresponding to N * RLC PDU size x, then the corresponding header size should be 2 or 3 times of the minimum header size. When a UE with the only one logical channel with the RLC PDU size x is using this table, unnecessary padding of order of minimum header size will be added.
Then it is our assumption that this approach will cause at least minimum header size’ padding in most cases. 

2.2 Configurable E-TFCS approach 
Although E-DCH is a single transport channel, similarities between TFCS and ETFCS are observed in a sense that CCTrCh is a combination of transport channels while E-DCH is a combination of MAC-d flows. 

To establish TFCS, UE and RNC build up CTFCS from TFSs of involved transport channels, and then RNC signals which CTFC to be used in TFCS. With this process, we can define TFCS with only needed combinations and flexibly. 

Applying the same procedure to establish ETFCS of a EDCH is possible.
Step 1. Defining ETFS per MAC-d flow 

MAC-d flow is intended to be compatible with conventional transport channels, so ETFS and TFS of a transport channel/MAC-d flow would be same. 

As like DCH, RNC defines ETFS per MAC-d flow and signal it to UE. ETFS is the number of MAC-d PDUs to be sent during a TTI like TFS is the number of transport blocks to be sent during a TTI . 

Below is examples of ETFS. 

ETFS for MAC-d flow #1: 2.048 Mbps PS RAB

	ETFI
	Number of PDUs x MAC-d PDU size  

	ETF0, bits
	0x656

	ETF1, bits
	1x656

	ETF2, bits
	2x656

	ETF3, bits
	4 x656

	ETF4, bits
	8 x656

	ETF5, bits
	12x656

	ETF6, bits
	16x656

	ETF7, bits
	20x656

	ETF8, bits
	24x656

	ETF9, bits
	28x656

	ETF10, bits
	32x656


ETFS for MAC-d flow #2: 13.6 kbps SRB

	ETFI
	Number of PDUs x MAC-d PDU size  

	ETF0, bits
	0x148

	ETF1, bits
	1x148


Step 2. Building CETFC(Calculated ETFC) with given ETFSs

UE and RNC build CETFC from the given ETFSs. This is the same operations with CTFC building of DCH, where CTFC is built from the given TFSs.

	CETFC
	MAC-d flow#1, MAC-d flow#2
	CETFC
	MAC-d flow#1, MAC-d flow#2

	CETFC 0
	ETF 0, EFT 0 
	CETFC 11
	ETF 5, EFT 1 

	CETFC 1
	ETF 0, EFT 1 
	CETFC 12
	ETF 6, EFT 0 

	CETFC 2
	ETF 1, EFT 0 
	CETFC 13
	ETF 6, EFT 1 

	CETFC 3
	ETF 1, EFT 1 
	CETFC 14
	ETF 7, EFT 0 

	CETFC 4
	ETF 2, EFT 0 
	CETFC 15
	ETF 7, EFT 1 

	CETFC 5
	ETF 2, EFT 1 
	CETFC 16
	ETF 8, EFT 0 

	CETFC 6
	ETF 3, EFT 0 
	CETFC 17
	ETF 8, EFT 1 

	CETFC 7
	ETF 3, EFT 1 
	CETFC 18
	ETF 9, EFT 0 

	CETFC 8
	ETF 4, EFT 0 
	CETFC 19
	ETF 9, EFT 1 

	CETFC 9
	ETF 4, EFT 1 
	CETFC 20
	ETF 10, EFT 0 

	CETFC 10
	ETF 5, EFT 0 
	CETFC 21
	ETF 10, EFT 1 


Step 3. Signaling the mapping between CETFCI and ETFCI along with the MAC-e header size

RNC decides which CETFCI to use, and signals UE with the ETFCS information. Almost same signaling with the existing TFCS signaling would be used for ETFCS signaling. MAC-e header size per ETFCI would be signaled together.

	ETFCI
	CETFCI
	MAC-e header size

	ETFC 0 
	CETFC 1
	14 bit

	ETFC 1 
	CETFC 2
	14 bit

	..
	..
	..

	ETFC 10
	CETFC 21
	28 bit


Step 4. Computing the MAC-e PDU size per ETFCI

UE compute the MAC-e PDU size per ETFCI taking CRC size and MAC-e header size into account. 
For example, ETFC 10 is corresponds to CETFC 21, which has 32 PDUs from flow #1 and 1 PDU from flow #2. Then the MAC-e PDU  corresponding to the ETFC 10 will looks like figure 1
.
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Figure 1. MAC-e PDU corresponding to ETFC 10
Then the size of  the MAC-e PDU will be;
header size (28) + TSN (4) + PDUs from flow#1(=32 x 656) + TSN (4) + PDUs from flow #2(=1 x 148) + CRC (24) = 21200 bit
Benefits of this approach is that zero padding is possible and that already existing scheme is reused. 

The drawback is RRC signaling load for informing the mapping information between CETFCI and ETFCI. 

2.3 Blind detection approach

In HSDPA, we have 256 information instances in the TFRI table in logarithmic manner achieving 1.5 % worst case padding. Since we afford only 64 information instances in HSUPA, 1.5 % worst case padding is not available with the same logarithmic step sizes. 
In logarithmic step sizes, number of available information instances is closely related to the step size ratio/worst case padding ratio. 

	ETFCI field size
	Available number of information instances
	Ratio between a step size and the adjacent PDU size

	6
	64
	p  ( 6.4 %

	7
	128
	p  ( 3.2 %

	8
	256
	p  ( 1.6 %


p is an adjustment parameter to cope with the variation of coverage. When the coverage is from 336 bit to 20000 bit, p is around 1. ‘Ratio between a step size and the adjacent PDU size’ is the worst case padding ratio, so it is obvious we can not achieve the same frame fill efficiency in HSUPA where only 6 bit ETFCI field is allowed.

On the other hand, if a receiver performs blind detection n times, E-TFCI field size is effectively enlarged by log(2,n). It means that we can have effectively 256 E-TFCs with 6 bit E-TFCI by letting Node B to do blind detection in average 4 times. 

For example, we can group 4 E-TFCs to a single E-TFCI, and let Node B try all E-TFCs associated with the received E-TFCI. Eventually the MAC-e PDU processed with the right E-TFC will pass the CRC test and be forwarded to the MAC-es.    
Benefits of this approach is that a fair padding ratio is guaranteed for whatever exotic cases.

The drawback is that Node B is required 4 times processing of a MAC-e PDU.
3. Comparison of Approaches & Conclusions
	
	Preconfigured
	Configurable
	Blind detection

	Padding (less than 2 LCHs)
	Almost 0 % 
	0 %

	1.6 % worst case

	Padding (more than 3 LCHs )
	To be examined
	Almost 0 %
	1.6 % worst case

	RRC Signaling Load
	Almost nothing
	Some hundreds bits during RB setup 
	None

	Node B Processing Load
	Normal
	Normal
	4 times more processing

	From MAC-e Header Optimization
	No gain
	Gain
	Partial gain

	UE memory requirement
	9 tables with 64 instances each 
	None
	1 table with 256 instances


MAC-e header optimization has been discussed where e.g. N field size would be adjusted according to the UE’s logical channel multiplexing situation and to the defined RLC PDU sizes. In preconfigured approach where common tables serve all UEs regardless of their multiplexing situation, there would be no means to have gain from this optimization. On the other hand Configurable approach fully enjoys the gain of these optimization, because header size is signaled per UE. 
From the above comparison table, Configurable approach is favored in padding efficiency, Node B processing load, MAC-e header optimization possibility and UE memory requirement. 
RRC signaling load of the Configurable approach is estimated under the assumption that all of 64 ETFCs are configured, but in the case of only one or two logical channels mapped to E-DCH which will be the majority case, the signaling load would be well less than 100 bits.  
Since configurable ETFCS is most efficient in terms of padding ratio which is far more important criteria than others, it is proposed to adopt configurable ETFCS in HSUPA. 
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� The structure follows proposal in [1], where TSNs are added per MAC-d flow within payload. 
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