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1. Introduction

In the previous WG3 meeting, Nokia presented a contribution titled "QoS control and packet scheduling responsibility issues for HSDPA", [1]. This paper is related to that discussion topic .

2. Some background for this topic 
It was understood during the WG3 reflector discussion on HSDPA packet scheduling, and discussing with WG2 delegates, that there is some confusion between WG2 and WG3 whether the services requiring more accurate QoS control can be put on HSDPA and are there some QoS related parameters informed to NodeB or not, and is it the RNC's or NodeB's responsibility to take care of the QoS, if there would be some QoS related parameters provided to NodeB.

Another issue which seems to still contain a lot of different views and understandings is that how streaming works inside RAN. To our understanding the current status of the WG2 /WG3 specifications allows quite many different interpretations how it could be done, from QoS controlling point of view (involving the main responsible entity for both packet scheduling and flow control),  RLC mode point of view, admission control point of view etc. Also there might be also quite different level of understanding, what are the typical characteristics of streaming traffic, when provided inside RAN. It is also to be noted that S4 is currently making a technical report for release5 on streaming in RAN [2], the assumptions of which are probably not discussed in enough detail in RAN WG2 or WG3. The most important assumptions that RAN groups should be aware of, are the current jittering buffer size assumptions that S4 assumes for the delay jittering inside RAN, and that S4 is studying whether these jittering buffer sizes allow to use RLC ack mode or not, however until now the studies have been made only with DCH. It is noted that it might be a good idea to give some feedback to S4, what is the RAN groups' understanding what is the method how to use streaming in HSDPA, so that S4 can include some text on that into their TR, since like it was said, they are currently discussing only streaming in DCH type of channel, which do not involve the additional delays from flow control between SRNC and NodeB and possible NodeB packet scheduling optimisation. The possible RLC mode that can be used with streaming in HSDPA might be a totally different case, e.g. it has not yet been discussed should the jittering buffer size at the UE, meaning the portion of which is dimensioned for RAN internal jittering, be used within RAN either inside NodeB for packet scheduling optimisation which is possible if RLC unack mode is used, or should the NodeB send the streaming packets immediately, if RNC has defined to use RLC ack mode, meaning that in that case the RAN internal delay jittering would be reserved for RLC retransmissions. In both of these cases NodeB would need some guidance what to do, from RNC, if the rule is not hard coded to the specifications.

In this paper we discuss these issues, to generate the discussion and ensure that all the companies have the same understanding of this topic, before we start specifying the RNC/NodeB interface for packet scheduling.

3. Current status of 3GPP GROUPS' views how to provide STREAMING in HSDPA 

3.1 Current status of S4 understanding of streaming inside RAN

Like it was already mentioned in the previous section, S4 is currently studying how to run streaming inside RAN network. The conclusions and results of the study will be collected into TR26.937 [2]. The scope section of the TR is copy pasted below, for the reader's convenience.

-----------------TR 26.937, scope-------------

The objective of this document is to characterise the 3GPP Packet-switched Streaming Service (PSS). In doing so, the document considers the impacts of the underlying network configurations and how the streaming mechanism itself could be optimised.

The scope of this document includes consideration of (non-exhaustive):

· Trade-off between radio usage efficiency and streaming QoS

· Feedback of network conditions and adaptation of stream and/or the transmission of the stream

· Optimal packetisation of the media stream in line with the segmentation within the transport mechanism

· Error robustness mechanisms (such as retransmission)

· Client buffering to ease the QoS requirements on the network and enable more flexibility in how the network transport resources are applied 

-------------------------------------------------------------

The current status and assumptions of the work in S4 and TR26.937 on streaming is explained below, based on the discussions between Nokia RAN and S4 delegates, assuming it was understood correctly by the author of this contribution

· Transport Channel Type for streaming: S4 is discussing and studying currently DCH for streaming, with DSCH also shortly mentioned in the TR. At least Nokia S4 delegates were interested to hear what kind of new issues are involved with the new transport channel type, HSDSCH, introduced in release 5 in RAN specifications, e.g. L1 retransmission mechanisms and other new functionality in NodeB , flow control between NodeB and RNC etc, and what it would mean for S4 work. The current studies in S4 e.g. involve whether it is possible to use RLC ack mode with DCH for streaming, and the first results indicate that the current assumed parameter combination of guaranteed bitrate and delay jittering inside RAN , 64kbit/s guaranteed bitrate coupled with 1 s delay jittering inside RAN, might allow to use RLC ack mode. 

RAN specific comments: This issue might be different when HSDPA L1 retransmission comes into the picture together with flow control between RNC/NodeB and NodeB packet scheduling for HSDPA. So it should not be read automatically from S4 TR that it is possible to use RLC ack mode for streaming with all release 5 Transport Channel types.

· Traffic characteristics of streaming inside RAN: Nokia understanding of S4 assumptions, is that there is typically a traffic smoother inside the source side of the application, which smoothes the peaks in the streaming data so that the output of the streaming source has the traffic characteristic of that the guaranteed bit rate =maximum bit rate. This has to be since otherwise it will be very difficult to utilise streaming inside RAN with limited jittering buffer size at the other end. The TR 26.937 from S4 also has a reference TS 26.234 [3], containing an example table of QoS parameters that UE side will use in the QoS negotiation typically for streaming. It also contains a remark that guaranteed bit rate = maximum bit rate for streaming in the typical streaming QoS parameters.

· UE delay jittering tolerability: S4 is currently studying the case with 64kbit/s guaranteed bit rate for streaming, and assumes max 1 s jittering delay inside RAN for the RLC mode studies. It should be understood that there is a certain fixed delay jittering buffer size at the UE, which will take care of the whole delay jittering from end-to-end, both CN part and RAN part. The typical value in QoS negotiation for the delay, used for streaming, ranges between 1-1.5s [3] or max 2 s [4], defining the maximum end-to-end delay jittering. Certain portion of this delay can then be utilised inside RAN internal delays , S4 current assumption for this being 1 s, while the rest is for CN. 

RAN specific comments: E.g. in the example case of S4 work study, the UE could have 64kbit/s * 2 s = 128000bits =16kbytes jittering buffer implemented at the front of the application, so called precoder buffer. As a comparison, currently agreed L2 buffer for HSDPA for the 1.2Mbit/s UE is 50kbytes, so it can be understood that the jittering buffer beyond 2 s starts to be already very large. Thus in QoS negotiation, with this kind of UE, application at the UE could ask 64kbit/s guaranteed bit rate with max 2 s delay jittering, end-to-end, which network could either accept or not accept, depending on admission control, source side of the application etc. However, it is then the up to the network to be aware of how big portion of the delay jittering budget needs to be reserved for CN and which part can be utilised inside RAN, to ensure this QoS. If RNC assumes that 1 s delay budget is reserved inside RAN and 1 s for CN, it means that then half of the UE's delay jittering buffer at the application layer is reserved for RAN internal jittering.

Since QoS negotiation is done between the UE application end and the source end in the core network, there is typically not only one parameter combination possible. Typically the operator has some user profiles available in the network, what kind of combinations of QoS parameters each user is able to tolerate which avoids the QoS negotiation to become too complex and minimises the application layer signaling. However, all these parameter combinations are hard limited by the UEs application buffer, which is dimensioned for the typical QoS parameter table values around 1.5-2 s. It seems that current S4 TR mentions that predecoder delay at the receiver can be in the order of 2-4 seconds, which is not fully an up to date information of the correct values. The typical precoder size taking care of end-to-end delay is more close to 2 s, being a typical range of  QoS negotiation parameter for the delay. 

· RAN internal delay information available currently at RNC only:  Like it was said above, some indication of the RAN internal delay jittering budget for the guaranteed bitrate, has to be assumed to be available at RNC level, to allow QoS negotiation to work properly. 

RAN specific comments: The RAN internal budget of the delay together with the agreed guaranteed bitrate, is thus needed to be given to the entity that is going to be the responsible entity controlling RAN internal delay jittering. Thus in HSDPA it should be e.g. decided which entity is having the main control over transmitting HSDSCH to the UE so that the transmission pipe fits to the limited jittering buffer size at the application end at the UE, and will not cause buffer underflows, i.e. breaks in the service. 

· UE jittering buffer  vs. RAN L2 buffers: It is to be noted that these application buffers, pre-encoder buffers, are totally separate from the RAN L2 reordering buffer sizes. So the HSDPA L2 buffer, the sizes of which are to be specified in TS 25.306 UE capability specs, is not taking care of the streaming delay jitter, but instead there will be a separate delay jittering buffer implemented at the application level, which is used for QoS negotiation signaling. It should be also understood that the application buffer sizes are not to be specified. The approach in 3GPP is such that S4 is studying what kind of modes in RAN, RLC mode, retransmission mechanisms etc. are possible with the typical delay jittering buffer sizes and conclude that in what way streaming is possible to transmit with different transport channels. The S4 study results will be included into [2].

· RLC mode in streaming: Like it was said above, S4 is currently studying whether RLC ack mode is possible with the assumed jittering buffer sizes with DCH. The reason why RLC ack mode is studied for streaming is that in streaming class the RTP PDUs are much longer, including possibly several video frames, than in conversational class, and hence the probability of loosing some parts of RTP PDUs is higher, if RTP PDU is split in several TTIs in RAN (RLC/MAC). Due to this, if BLER in L1 transmissions, carried on DCH, is at relatively high level, the RLC unack mode would mean that the whole TCP/IP block would need to be thrown away at the application at the UE. And for this reason S4 sees it important to study whether the assumed maximum RAN internal delay jittering will tolerate the delay inluding RLC ack mode retransmissions at RLC level. 

RAN specific comments: A comment relative to HSDPA on this issue, is that we do have the possibility to run streaming on RLC unack mode in HSDPA, since there is possibility to have L1 retransmissions at NodeB . On the contrary, it would be a waste of HSDPA gain, if the RAN internal delay jittering budget would be used in HSDPA for RLC retransmissions and not for optimising the packet scheduling. The more sensible way how utilise the freedom due to jittering buffer portion reserved for RAN internal jittering, would be to use it for obtaining HSDPA gain with NodeB packet scheduler. This has been also the RAN WG1 assumption when studying packet schedulers for streaming in HSDPA [5,6]. However, if RLC unack mode would be used , then NodeB would need to know the RAN internal delay jittering portion together with the guaranteed bitrate, since then it would be the responsibility of NodeB to make sure of providing the pipe of data to the UE within the jittering buffer borders. Or looking at the other way around, if NodeB does not know the RAN internal jittering portion dimensioned for the UE, and just blindly does the HSDPA packet scheduling for the UE, delaying the transmission, when matching it to optimise DL channel quality, it is going to be quite probable, that the UE's jittering buffer is quite often having underflow (=break) in the video stream picture seen to the end user, since there is no data at the jittering buffer, to be fed to the end application. 

For RAN specification on HSDPA , it should be ensured that the above S4 assumptions on streaming are taken into account in the discussions in RAN WG1/WG2/WG3 in an appropriate way, so that the interface of RNC and NodeB is specified so that streaming can be used optimised also with HSDPA, also with open Iub interface. One possibility is of course to evaluate first if there still is a common understanding that streaming makes sense in HSDPA before the interface is specified.
3.2 Current status of R1 understanding of streaming

In the TS 25.308, it is stated in the annex, in evaluation criteria, that  :

· the focus shall be on the streaming, interactive and background services. It should be noted that it might not be possible to simultaneously optimise the performance of HSDPA for all of the above traffic classes.

It has been at least the understanding of the WG1, that streaming should work also in HSDPA, so that HSDPA performance can be also optimised for it. Round robin scheduler, where users or priority queues are served simply in random order is kind of a lower limit of the HSDPA performance in the WG1. Proportional fair scheduler is probably depicting the main mindsetting of the type of typical scheduler seen by WG1, been quite appropriate for HSDPA. There scheduler selects the user, or priority queue, which maximises the equation: (CQIinstantaneous/CQIaverage ) * weighting factor, where weighting factor in simplest form could be equal to 1 (possible e.g for background service) or queue length (possible for streaming).

A study in [5] shows how the minimum user data rate seen in the cell is improved when using proportional fair type of scheduling compared to round robin. It should be noted that if one of the traffic classes  is using round robin, it also reduces the gain from proportional fair scheduler for the other users, if the bearer with round robin is to be guaranteed certain bit rate, since it will take more time to provide this bitrate to it with round robin.

WG1 contribution in [6] shows HSDPA cell throughput simulation results for streaming with proportional fair scheduler, where it is shown that streaming jittering limitations do actually allow to use better schedulers than round robin. The results show in [6] that if proportional fair scheduler is used with 20 users per cell, it ensures that 95% of the packets are served correctly within 0.5 s delay, and has clearly better performance than the  round robin scheduler. 

Thus it has been the assumption of WG1, that if there is some information of the allowed maximum delay jittering for streaming, both the HSDPA cell throughput and the minimum user throughput can be optimised, since the scheduler is then able to select an optimised transmission instant to all active users in the cell.  

3.3 Current status of R2 specs related to streaming

R2 has discussed streaming based on e.g. R2-020078 and R2-020084. Taken from WG2#26 minutes:

It was agreed to have one delay attribute per priority queue, with the clarification that different priority queues could have the same delay attribute and control plane was sufficient to signal it. The next problem was: how does RNC know what is the available bitrate? It was agreed that this needed to be provided by Node B via flow control (or perhaps NBAP measurements, for WG3 to decide).

Decision: The documents were noted. The two agreements (delay attribute per priority queue and provision of available bitrate to RNC by Node B) would be captured in an update of 25.308.

The current text in 25.308 states about scheduler.

Services priority class queues:

· The scheduler receives MAC-hs SDUs based on information from the Iub frame protocol. One UE may be associated with one or more Iub logical flows. Each Iub logical flow contains HS-DSCH MAC-d PDUs for one priority class.

· There is a delay attribute associated with each priority class queue. The delay attribute is provided from RNC to Node B (e.g. signalled in the control plane by NBAP).

· Information about the available bit rate for each priority class queue may be provided from Node B to RNC.

3.4 Current status of R3 specs /discussions related streaming

Based on receiving TS 25.308, from R2 , R3 has discussed following issues related to the agreed delay attribute associated with each priority class queue:

· the Delay Attribute was discussed in RAN3#28 (Kobe) and RAN3#30 (Sophia), based on the contributions R3-1096 and R3-1763, respectively;

· in Sophia RAN3 concluded (see report in tdoc R3-1805) that the Delay Attribute is a Discard Timer and should be renamed as such i.e. RAN3's understanding is that this attribute is intended as a mechanism for abortion of any "out-of-date" packet in the NodeB; this was also the meaning suggested by the incoming RAN2 liaison (tdoc R2-1748=R3-1811);

In addition to that a discussion was started on packet scheduling interface definition between RNC and NodeB, based on [1]. It was pointed out that there needs to be definitions in the specifications for the interface, to allow the RNC and NodeB to work together with flow control and packet scheduling. The discussion has continued in the following way:

· It was agreed to have an email discussion on WG3 reflector on this topic. 

· It was commented by Nortel in the WG3 reflector on the issue with priorities related to scheduling, how to define the interface between RNC/NodeB:

1) either we recognise that Priority Handling in UTRAN is a more general problem and try to handle it as such, 

2) we recognise that this is a network configuration issue and there is no need for additional standardisation.

· Since it was unclear for Nokia, what was the status of the agreement, can we also have QoS parameters signalled per priority queue for scheduling purposes, since our understanding was that it was agreed in WG2 already, it was decided to discuss this issue together with WG2 first, before the packet scheduling interface can be discussed further in WG3.

4. Way forward with services with need of QoS control (eg streaming) and definition RNC/NODEB interface 

The proposed way forward in this issue is :

1) Clarify first with WG2, what is the status on following issues related to streaming and other traffic

· what kind of QoS parameters can be signaled per priority queue to NodeB, is it only delay that has been agreed to be signaled? 

· How is the guaranteed bitrate with certain max delay jittering ensured for streaming, and which entity is responsible for it, RNC or NodeB?. Did the available bit rate in TS 25.308 mean that also guaranteed bitrate is signaled to NodeB, or is the guaranteed bitrate still a ffs item?

· what is the RLC mode assumed to be used for streaming. Is it currently assumed to be RLC ack mode?

· Has the assumption been that it should be possible to use some better scheduler also for streaming, introducing possibly some more delay to the delay jittering?

· If the better scheduler is used for streaming, is the assumption then that RLC mode should be unack mode?

2) Discuss then within at least WG3 based on WG2 assumptions are there some rules needed for the interface between RNC/NodeB for packet scheduling, eg. if there are both delay parameter and priorities, how should the NodeB interpret them.

5. Proposal for RNC/NODEB interface definition for QoS control
Like it was already explained in section 2, explaining the S4 status, we have some concerns that delay jittering buffer in UE, the portion dimensioned for RAN internal delays, does not tolerate both:

· RLC retransmissions

· Packet scheduling optimisations at NodeB 

And for this reason , it is proposed that we define that the allowed jittering is mainly used for packet scheduling optimisation, meaning: 

· That streaming is run with unack RLC mode in HSDPA

· For priority queues containing streaming, RNC provides both
- delay attribute per priority queue, meaning the max. delay jittering over which NodeB has control.
- guaranteed bit rate per priority queue
· NodeB is responsible for serving the packets to the UE at the guaranteed bitrate within the defined delay jittering limit. Within this delay it has full freedom to decide when to schedule the packets. This delay jittering limit includes also the delay from L1 retransmissions. If the NodeB gets also the information about the guaranteed bitrate, then it can follow the CQI reports from the UE and make different kind of decisions how often it needs to schedule data e.g. at some higher data rate to still keep the transmission within the guaranteed bit rate averaged over the delay attribute. This however assumes that NodeB does some buffering of the data for each priority queue. 

This however assumes that there is some kind of guaranteed bitrate concept also in Iub for streaming flow. If that is not the case, of course other kind of solutions could be discussed. The main issue is to define that the delay can be somehow controlled.

6. CONCLUSIONS

This paper was made for the purpose to get clarification on the WG2 view how to use streaming in HSDPA, since it will help the further discussions in WG3 to clarify the possible additions to specification for packet scheduling interface between RNC and NodeB. 
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