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1 Introduction

This paper proposes a retransmission scheme for RLC Acknowledged Mode that optimises delay and maximizes RLC throughput by eliminating useless retransmissions of RLC blocks. The elimination of useless retransmissions leads to an increase of 3-4% system capacity for 64 kbps dedicated channels. 
All Radio Bearers configuring RLC in Acknowledge Mode, and in particular those supporting delay-sensitive services (i.e. streaming and interactive) will benefit from this mechanism.
2 Technical Background  

The UTRAN RLC Acknowledged Mode of operation (activating a maximum number of retransmissions mechanism) may prove to be useful for optimising the user experience in streaming applications. Moreover, it will expand the operator’s coverage for these applications providing a rough 1.5dB increase in SNR operating range. 

 In Figure 1 the available throughput in a 64 kbps streaming bearer using retransmissions at the RLC level is depicted against SNR. The figure can be read as follows: 

· At 3.6dB SNR, 55 kbps are available for the streaming application and (64-55)=9 kbps are being consumed by retransmissions at the RLC level that guarantee a good user experience.

From the figure it can be concluded that as long as the SNR is higher than 3.5dB, 55 kbps streaming applications may be supported. If no retransmissions at the RLC level were implemented, an SNR higher than 5dB would be necessary to maintain an acceptable user experience. 

Figure 1: Throughput provided by the RLC layer in AM as a function of the SNR (64 kbps bearer)
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However, when the RLC operation mode is set to Acknowledged for applications such as downlink video streaming over 64 kbps channels, a stark sensitivity of performance with regards to the ACK/NACK transmission period is found.  The number of RLC blocks marked and discarded as “duplicated” by the receiver depends heavily on the ACK/NACK polling period (see Figure 2).
Figure 2: Received duplicated RLC blocks as a function of ACK/NACK polling period
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Figure 2 can be explained as follows:

· If the polling period goes below the RLC round trip time then the packets are retransmitted before valid feedback is available from the receiver. In GPRS [1] the timer T3198 forbids retransmissions when a prior transmission of the packet was scheduled within an RLC round trip time interval, but this timer does not exist in UTRAN [2].

· If the polling period goes beyond the RLC round trip time, despite having the maximum transmission window size set to 128 the transmit stall condition is periodically reached, causing the retransmission of pending blocks inside the stalled Tx Window. The stall condition is easily reached because the typical configuration for a 64 kbps streaming channel used for the simulation utilizes a TTI=20 ms, up to 8 RLC blocks may be transmitted per TTI, and the RLC round trip time has been set to a typical value of 160 ms. This means that in optimal conditions it takes less than 2 RLC round trip times to fill up the Tx Window. Increasing the transmit window size would alleviate the problem but it is neither an optimal solution in terms of memory requirements nor a scalable solution as higher data rates are targeted.

We can conclude that the interest of polling on an RLC round trip time basis stems from the typical configuration of a 64 kbps dedicated channel (TTI, TFCS) along with intrinsic characteristics of the UMTS system, namely:

· Large RLC round-trip time (150-220 ms) due to interleaving (TTI values of 20/40 ms) and channel coding/decoding delays.

· Variable RLC round trip time due to softer and soft handover.

It could be thus stated that polling on an RLC round trip time (RLC rtt) basis maximizes throughput (by minimizing the number of duplicated RLC blocks) and minimizes delay, characteristic that is useful not only for streaming but also for interactive services. However, Figure 2 also shows that at the optimal polling period there are still some 800 duplicated RLC blocks in the system for a simulation of 10,000 total transmitted RLC blocks.

As a first approach to reduce the system inefficiency a transmitter-controlled timer mechanism was implemented. An instance of this timer was associated with each transmitted packet and set to an estimate of the RLC round trip time. This timer prevents the retransmission of blocks whose associated timer has not yet expired, in a similar operation to the T3198 timer in GPRS. Given that an optimal estimate of the RLC rtt is available, this first approach brings the number of duplicated blocks in the system down to some 350 blocks.

The source of the still remaining duplicated RLC blocks, 3.5% of the total, was found by analysing the simulation traces, which showed that this significant number of duplicated blocks in the system was originated by the independence of the polling period mechanism with the retransmission of NACKed RLC blocks upon reception of an ACK/NACK control block.

Retransmitted RLC blocks are scheduled in series right after the reception of an ACK/NACK control block. As the polling period is set to the RLC round trip time, it becomes very likely that the polling flag be set in one of the retransmitted RLC blocks. Whenever the polling flag is set in the i-th retransmitted block of a series of n, (n-i) duplicated blocks will be introduced in the system upon reception of the subsequent ACK/NACK block. In summary, the polling flag must be set in the last block of a series of retransmitted RLC blocks. 
3 Operation of the Proposed Retransmission Mechanism

The transmitter will control the reception of ACK/NACK blocks by polling the receiver every RLC round-trip time (henceforth rtt).

Normal operation of the scheme:

· Upon reception of an ACK/NACK block, retransmit all needed RLC blocks and poll the receiver with the last retransmitted packet. If no packets need to be retransmitted, the transmitter will poll the receiver with the first transmitted packet after the received ACK/NACK.

· The transmitter will use as estimate of the rtt, the time elapsed between transmission of the last polling and reception of the subsequent ACK/NACK block. This rtt will be a multiple of the Transmission Time Interval (TTI), typically either 20 or 40 ms.

· After polling the receiver sets a timer that will expire after rtt milliseconds

Depending on the correct arrival of the ACK/NACK, the scheme will change state among 3 possible states as described below:

1. The ACK/NACK arrives when expected: Normal operation.

2. The ACK/NACK arrives earlier than expected: The rtt is updated with the new value and then Normal operation.

3. The ACK/NACK does not arrive when expected. A polling is automatically generated based on the timer expiry and move from NORMAL_STATE to MISSED_DELAYED_ACK_STATE.

Two possible situations may lead to (3): 

· The previous polling or the ACK/NACK block was lost.

· The rtt has increased. In this case, the ACK/NACK block will be received within a few TTI after the automatic polling. 

If while in MISSED_DELAYED_ACK_STATE an ACK/NACK block is received within maxDelta=120 milliseconds (for a 40 ms TTI, for a 20 ms TTI this parameter will be set to a lower value), the rtt will be INCREASED to its new value, the timer will be reset, NO NEW polling will be generated and the next received ACK/NACK, if early, will not be used to update the rtt estimate.

The dynamics of the scheme are illustrated in Figure 3.

Figure 3: Operation of the ACK/NACK retransmission mechanism

4 Conclusions

The proposed scheme is beneficial for all applications needing reliable data transfer with bounded delays. A typical example is video streaming applications, where stringent values for video and audio frame error rates cannot be surpassed: 1% for audio, between 3-6% for video frames. The transmission of video frames particularly strains the system due to the large size of video frames if compared to audio frames. Moreover, in streaming applications frames must be transmitted within a certain delay bound, determined by the size of the play-out buffer at the application level.

Nonetheless, given that the proposed scheme minimizes the RLC SDU assembly delay while optimising throughput, it is also of interest for interactive Radio Bearers where the response time is an important factor for providing a good user experience.

Other advantages of the mechanism is power saving on the UE, minimization of the required maximum transmit window size and finally an increase in system capacity of 3-4%. 

5 Proposal

We are proposing the optimal retransmission mechanism for delay-sensitive flows to be included for REL-6 under technical small enhancements and improvements (TEI6), however we have no problems including this in REL-5 if companies agree it. Motorola will provide the corresponding CRs in the next meeting if this is agreed. 
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