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1 Introduction 

A timer-based method has been accepted as the basic stall avoidance mechanism in the re-ordering buffer, and additional receiver rules have also been agreed in [1] & [2]. During the WG2#28 meeting in Kobe, the need for performance modeling and analysis on the current working assumptions and models was raised and contributions invited to better understand their performance. In this contribution, the performance of the re-ordering buffer at the UE is provided for discussion. This performance is based on simulation using the currently agreed parameters for HSDPA, where both the stall avoidance timer-based mechanism and the additional receiver operation rules are modeled as described in [1] and [2]. Due to the asynchronous nature of the transmission in HSDPA, the transmission for an UE for new data blocks or retransmission of a failed data block may be widely distributed over time depending on its channel conditions and on the scheduling algorithm used. This causes the timer to be set conservatively to cover the worst-case scenario since a small timer setting may prematurely terminate a valid retransmission.  This contribution aims to show the effects of the different timer settings on the HSDPA system performance. 

2 Simulation Overview 

2.1 HARQ Scheme

An HARQ scheme using Incremental Redundancy is simulated in this study. Table 1 gives the modulation and coding rate with fixed TTI of 3 slots. The table also shows the Code Block (Transport Block Set) sizes that have been used, ranging from minimum of 1280 bits to maximum of 15360 bits.

The appropriate modulation and coding is selected using the information available at the NodeB such as the total number of codes that are available and the buffer size destined for a specific UE at the NodeB. Once an UE has been selected, its buffer size is matched to the largest defined code block sizes. Combined with the information on the number of channelisation code available for scheduling, the code block column can be found. The exact entry on the chosen column would be obtained using the received SNR of the scheduled user, which is compared to the required Eb/No for each of the entry in the column. New MCS is picked (along the same column) for new and retransmissions. Each transmission contains both systematic as well as parity bits making each transmission self decode by itself. With this self-decodable rule for each new and retransmission, the entries marked “x” in Table 1 are thus not supported and hence not used in this simulation study. Parallel transmissions at the same TTI would occur when the scheduled users’ buffer backlog and channel condition uses only a portion of the total channelisation codes available. The remainder channelisation codes would be used for another user. Hence, different users are served through code division multiplexing until all code resources is used up and in situation when no data backlog in all the remainder users, unused code resources available. 

Table 1: Modulation and Coding Schemes versus Channelisation Codes  
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The spreading factor is 16 and a 1/3 Turbo Code forms the base code. Modulation with QPSK and 16QAM are the only allowed choices. Additional system parameters and traffic models are provided in the Annex of this document. All HSDPA users are assigned the same speed of 3km/h. Feedback delays of 6 slots in reporting the requested data rate from the UEs to the Node B are simulated and signal is assumed to be Rayleigh fading. Additional system parameters and traffic models are included in the Annex of this document.

A proportional fair scheduling algorithm is used in this study. This scheduler maintains an average rate Rave transmitted to each user over the last 1000 frames or TTI and examines the ratio of the instantaneous to the average channel conditions experienced by the different users and chooses the user with the maximum ratio, i.e, R(t)/Rave. Fairness among users is maintained since a user that has not been scheduled for a period of time would have a lower average rate than a user that has just been recently scheduled for transmission. As such, the former user would be assigned a higher priority for being scheduled.

A UE cannot be scheduled simultaneously on two separate code division channels prohibiting the scenario when an UE has a new transmission and retransmission simultaneously on separate code division channel. In addition, a scheduled user has to first check if there is any retransmission that has to be performed i.e., a retransmission has higher priority over a new transmission.
2.2 UE Re-ordering Buffer

Every new data block is assigned a new transmission sequence number (TSN) that is incremented with each new data block. TSN field size of 4-6bits has been considered here, resulting in TSN space of 16 and 64 data blocks, respectively.  To avoid ambiguity of placing the new received sequence in the re-ordering buffer, the re-ordering buffer window size must be less or equal to half the TSN space. Thus, max re-ordering window size of 8, 16, and 32 data blocks are available for TSN of 4bits, 5bits, and 6bits, respectively.  

Although the data blocks are sent in-sequence, it could be received at the UE out of sequence since up to a maximum of 8 simultaneous active HARQ processes that a UE could have at any single time. These different HARQ processes are independent and undergo different completion time that results in data blocks delivered out of sequence.

The UE re-ordering buffer could experience a stall situation due to the following reasons:

1. Different data blocks in different HARQ processes experience different number of required retransmissions. As a result, data block with lower TSN may be received at the UE after higher TSNs have been received. 

2. NACK to ACK error in the reverse acknowledgment bit. This will result in the transmitter thinking that the data block was correctly received and will stop transmitting it. The gap caused by the missing data block will stall other correctly received and in-sequence in the re-ordering buffer from being forwarded to the upper layer.

3. Maximum number of retransmission has been exhausted and the data block is still not correctly decoded at the UE

4. A data block with lower priority has been pre-empted by a higher priority data block.

The following found in Section 7.3.3 of [1] details the operation of the re-ordering buffer:

There is one re-ordering entity for each priority class and transport channel configured at the UE. It performs the following functions:

-
Reordering of received data based on transmission sequence numbers:

-
A received data block is inserted to its appropriate position in the queue according to the TSN.

-
Forwarding data to higher layer:

-
If the received data block is the next to be delivered to higher layer, all data blocks with consecutive TSNs up to the first not received data block are delivered to higher layer.

-
A timer mechanism determines the delivery of non-consecutive data blocks to higher layer.

2.2.1 Timer Based Mechanism

The timer operation as described in Section 7.3.3.1 of [1] is modeled. 

2.2.2 Window Based Mechanism
Additional mechanisms are used in combination with the timer-based mechanism, in order to account for the modulo nature of the TSN is included in this study as well. Details can be found in [2].

3 Simulation Results

The collection metrics collected in this simulation is:

1. Residual Error Rate: Gaps due to unsuccessful data blocks are assumed to be lost when the re-ordering buffer window is advanced and in the process flushing these gaps out of the re-ordering buffer. These gaps are captured in the residual error rate that is calculated as the ratio of total code blocks lost that are dropped by the re-sequencing buffer over the total data blocks delivered to the RLC including the lost data blocks. This metric is computed from collecting the lost or dropped and delivered data blocks across all users. The residual error rate computed represents the following cases:

a. Lost data blocks due to flushing of gaps in the re-ordering buffer when new data blocks are received that advance the re-ordering buffer. The lost data blocks resulted from gaps in the re-ordering buffer due to scenarios given above in Section 2.2.
b. Lost data blocks due to the expiration of a timer. The timer for the UE has been activated for an undelivered data block according to the rules found in Section 11.6.2.3 of [2]. The lost data blocks resulted from gaps in the re-ordering buffer due to scenarios given in Section 2.2 above.
2. Packet Call Throughput: The total bits per packet call divided by the total time to transmit the packet call. This user-centric metric captures the latency aspect of the data blocks forwarding by the re-ordering buffer. A packet call completion time can only be lengthened by the implementation of the timer-based mechanism. In addition, a call is deemed completed when the total bits forwarded to the RLC equals the packet call size. Lost data blocks will be recovered through retransmission by the RLC. 
In this section, we present system level simulation results at UE speed of 3km/h and zero Nack to Ack feedback error probability is assumed. Figure 1 and 2 shows Packet call throughput and the Residual error rate for various timer settings, respectively for a timer ranging from 100msec to 1sec. These timer values are chosen to illustrate their effects on the system performance. TSN of 4bits, 5bits, and, 6bits have been considered.  

As larger timer settings are used, the packet call throughput decreases. As the timer is set close to zero, it corresponds to the situation when no re-ordering buffer is being implemented at the UE for HSDPA. Hence it represents the upper bound on which performance degradation could be measured. A small timer allows data blocks stalled by missing data blocks to be forwarded quickly to the upper layer.  Packet call completion time will be longer when the timer increases since data blocks of the end of a packet call needs couldn’t depend on new data blocks to flushed out of the re-ordering buffer. Timer mechanism has to be activated to help flushed data blocks that could not be forwarded if there is gap or gaps preceding these data blocks in the re-ordering buffer. Figure 1 also shows the effects of the timer as TSN is increased from 4 bits to 6bits, which corresponds to maximum re-ordering buffer size of 8 and 32, respectively. Larger re-ordering buffer size implies that a data block will stay in the buffer for a longer period of time before being forwarded, hence reducing the packet call throughput, albeit small at higher timer values.   
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Figure 1: System throughput vs. Timer settings.  The Prob (Ack/Nack) = 0.0.

Figure 2 compares the re-ordering buffer residual error rate for various timer values. As the timer value is decreased, the expiration of timer occurs quickly. As a result, the stalled data block for which the timer is being activated gets forwarded to the RLC above faster. However, gaps are also flushed out of the re-ordering buffer in the process, resulting in the higher residual error rate. Therefore, although small timer values are preferred from the standpoint of better packet call throughput, it causes high residual error rate that triggers RLC retransmissions that will eventually reduces throughput performance for HSDPA.

The results also show the in-effectiveness of the increased TSN space in reducing residual error rate for timer values smaller than 1 sec.  With the assumed larger re-ordering buffer size (half the TSN space), TSN of 6 bits has significant larger residual error rate at small timer values compared to TSN of 4bits and 5bits. Because gaps are usually spaced apart in the re-ordering buffer, a larger re-ordering buffer has higher probability of activating the timer to flush stalled data block or blocks. When the timer is set to very small value, more gaps are likely to be flushed from the re-ordering window in a larger re-ordering buffer than a smaller re-ordering buffer, resulting in higher residual error rate.   

As the timer value is increased, the gaps are given the benefit of more time to be filled with received data blocks. A larger re-ordering buffer with is now able to use it buffer space to do the function of re-ordering out of sequence data blocks. As a result, the residual error rate is smaller with 6bits TSN than a 5bits TSN. For timer value up to 1sec., the gain in lower residual error rate with 6bits TSN is found to be small. 
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Figure 2: Residual error rate vs. Timer settings. The Prob (Ack/Nack) = 0.0.
3.1 Effects of Non-zero Prob(Ack/Nack)

Non-zero error probability from an Nack to an Ack at the NodeB is simulated. This section shows the effects on the packet call throughput and residual error rate. Figures 3 and 4 show the packet call throughput and residual error rate for probability of Nack to Ack mis-interpretation of 10-2 and 10-4, respectively. TSN of 5bits is used and the UE speed is 3km/h.

From both figures, it is shown with the current requirement of Nack to Ack error probability of 10-4 the impact on the packet call throughput and the residual error rate is minimal. However, as the probability of error is increased to 10-2, the residual error rate shows noticeable degradation while the packet call throughput remains unchanged. 
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Figure 3: System throughput vs. Timer settings for various Prob (Ack/Nack). TSN = 5bits.
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Figure 4: Residual error rate vs. Timer settings for various Prob (Ack/Nack). TSN = 5bits.

4 Conclusion and Recommendation

This contribution compares the performance of the HSDPA system under various stall avoidance timer settings. Performance metrics based Packet Call throughput and the Residual Error rate are used. The conclusions and recommendations are as follows: 

· The reduced packet call throughput is mostly due to the need to activate the timer to flush the last remaining data blocks of the packet call when gaps precede these data blocks. A nonzero timer effectively lengthens the inter-packet call time.
· Larger re-ordering buffer size with increase TSN size has the negative impact on the packet call throughput at high timer values. The degradation, albeit small, diminishes when small timer values are employed.
· Higher residual error rate is caused when a smaller timer value is used. Since high residual error rate implies that these lost data blocks forwarded to the RLC will have to be recovered through retransmission at the RLC level. Due to the latency between the MAC-hs and the RNC, these retransmissions will further reduce the HSDPA system throughput performance.
· With timer-based mechanism, larger TSN space does not reap the benefit of reduced residual error rate when timer values are smaller than 1 sec. With the assumed larger re-ordering buffer size (half the TSN space), TSN of 6 bits has significant larger residual error rate at small timer values compared to TSN of 4bits and 5bits. 

The following will further reduce the packet call throughput and increase the residual error rate: 

· Traffic with lower load, since flushing of the re-ordering buffer due to re-ordering buffer advancing to accept newly received data blocks occurs at a much slower rate. Thus, low load would trigger the activation of the stall avoidance timer more frequently.

· Higher Doppler causes more errors, triggering more number of retransmissions that increases the probability of in-sequence delivery of data blocks to the UE.  

The results captured within this document highlight the clear need for care in determining the timer length to be set in the receiver, particularly when associated to the receiver buffer size, speed of the UE, and retransmissions by the RLC of lost data blocks forwarded by the re-ordering buffer. If agreed it is proposed that these results could be captured to illustrate the effects these parameters have on performance of HSDPA, possibly within an annex of TR25.922.
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Annex: Simulation parameters

A complete list of the basic system level simulation assumptions and the traffic model are being provided in Table A and B, respectively. Some of the assumptions can be summarized as follows:

· 30% power used by overhead channels

· Single path Rayleigh fading with 3km/hr or 30 km/h speed

· Fractional Recovered Power (FRP) is 0.98

· No limit on maximum number of retries.

· Fast cell selection is limited to choosing the best base station at the time the terminals are placed in the sector

· Results do not count padding into the throughput (i.e. only information bits count towards throughput).

· Channel quality measurement is error-free.

· The channel quality feedback delay is assumed to be 6 slots 

Table A: Basic system level simulation assumptions.

	Parameter
	Explanation/Assumption
	Comments

	Cellular layout
	Hexagonal grid, 3-sector sites
	Provide your cell layout picture

	Site to Site distance
	2800 m
	

	Antenna pattern
	As proposed in [2]
	Only horizontal pattern specified

	Propagation model
	L = 128.1 + 37.6 Log10(R)
	R in kilometers

	CPICH power
	-10 dB
	

	Other common channels
	- 10 dB
	

	Power allocated to HSDPA transmission, including associated signaling
	Max. 70 % of total cell power
	

	Slow fading
	As modeled in UMTS 30.03, B 1.4.1.4
	

	Std. deviation of slow fading
	8 dB
	

	Correlation between sectors
	1.0
	

	Correlation between sites
	0.5
	

	Correlation distance of slow fading
	50 m
	

	Carrier frequency
	2000 MHz
	

	BS antenna gain
	14 dB
	

	UE antenna gain
	0 dBi
	

	UE noise figure
	9 dB
	

	Max. # of retransmissions
	Unlimited 
	

	Fast HARQ scheme
	Chase combining or adaptive IR
	

	BS total Tx power
	Up to 44 dBm
	

	Specify Fast Fading model
	Jakes spectrum
	Generated e.g. by Jakes or Filter approach 


The fundamentals of the data-traffic model are captured in Table B below.

Table B: Data-traffic model parameters

	Process
	Random Variable
	Parameters

	Packet Calls Size
	Pareto with cutoff
	alpha=1.1, k=4.5 Kbytes, m=2 Mbytes, μ = 25 Kbytes

	Time Between Packet Calls
	Geometric
	μ = 5 seconds

	Packet Size
	Segmented based on MTU size
	1500 bytes

	Packets per Packet Call
	Deterministic
	Based on Packet Call Size and Packet MTU

	Packet Inter-arrival Time

 (open- loop)
	Geometric
	μ = MTU size /peak link speed 

(e.g. [1500 octets * 8] /2 Mb/s = 6 ms)
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		Packet Call Throughput, 3km/h (fig 2)

		Timer(sec)		TSN=4bits		5bits		6bits

		0.1		0.575678		0.608287		0.638662

		0.3		0.34573		0.291259		0.285686

		0.5		0.294858		0.213138		0.194439

		0.7		0.292003		0.176779		0.150604

		1		0.277224		0.154829		0.121229

		Effects of Nack to Ack Probability

		Residual Error Rate, 3km/h for TSN = 5bits (fig 3)

		Timer(sec)		Pr = 0.0		Pr=10^-2		Pr=10^-4

																				Fig 2

		0.1		0.0182		0.0163		1.68E-02

		0.3		0.00579398		6.23E-03		5.36E-03

		0.5		3.12E-03		4.28E-03		3.47E-03

		0.7		1.85E-03		3.03E-03		1.59E-03

		1		8.23E-04		2.74E-03		9.69E-04

		Packet Call Throughput, 3km/h for TSN = 5bits

		Timer(sec)		Pr = 0.0		Pr=10^-2		Pr=10^-4

		0.1		0.608287		0.603494		0.598792

		0.3		0.291259		0.289032		0.288056

		0.5		0.213138		0.211878		0.211607

		0.7		0.176779		0.182074		0.17872

		1		0.154829		0.159733		0.147181
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