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1 Introduction

For HSDPA uplink signalling the need to signal fast HARQ Ack/Nack and channel quality indication has been identified [1]. The latter is still under discussion, particularly in which cases and how often it needs to be signalled. For the fast HARQ Ack/Nack signalling a synchronous transmission that does not require the Sequence Number to be transmitted shall be used. At the last RAN1 and RAN2 meetings a more flexible timing of such a HARQ Ack/Nack signalling was proposed [2], [3]. There were comments to tight the timing to the TFCI. In this contribution  different options that are available for a uplink signalling are reviewed.
In chapter 2 the reasons for different UE processing times are described, while in section 3 the benefit of a more flexible uplink signalling are highlighted. In section 4 the proposed concept is described. In the annex a text proposal is provided. 

2 UE Processing time and uplink timing for HSPDA

There is a common understanding that there will be different UE processing times for different UE implementations. It is in the interest of the manufacturer and of course also the user and operator to have a whole range of terminals from low end to high end complexity (e.g. incl. advanced receivers such as IC, EQ). This will result in different processing times of the same resource allocation and modulation/coding scheme for different UE's. One solution to this would be to define different UE processing times as a UE capability (corresponding to the time until an Ack/Nack can be send).

Besides the UE capability the UE processing time depends on several factors, such as: 

· number of codes allocated 

· code rate 

· modulation scheme 

In principle it can be said the more data needs to be processed the longer is the UE processing time. The increase in processing time is more or less linearly. For HSDPA the amount of data per HSDPA TTI will vary significantly caused by different resource allocations and different channel conditions.  The number of bits could for example vary from 240 bits/TTI (1code,QPSK,r=1/4) to 21.600 bits/TTI (15codes,16QAM,r=3/4) or even to 32.400 bits/TTI (15codes, 64QAM,r=3/4). Therefore UE processing times could vary easily in a range of several HSDPA TTI. In the last RAN1 meeting the Transport-format and Resource related Information (TFRI) was defined as the dynamic part of the HS-DSCH transport format to derive parameter as the modulation/coding scheme and the number of codes allocated. The UE processing time will depend on the TFRI. Therefore one possibility is be to couple the UE processing time to the TFRI. 

Besides the different resource allocations there are dynamic factors for the same TFRI that determine the UE processing time. The UE processing time will vary per decoding e.g. depending on the number of turbo decoder iterations. These variations could be in a range of about an HSDPA TTI.  

In the following different options for a flexible uplink signalling are discussed. The UE processing time defined as a UE capability does not change the fact that it is defined for most highest modulation/coding scheme and largest number of codes. It can not give a specific UE additional flexibility and is therefore is not in the scope of this document. 
Options for uplink timing:
1. Fixed (single) UE processing time 

Pro:


· simple scheme

· fixed mapping of channel quality indication possible 

Con:

· does not allow different UE processing time for different TRFI 

· UE is not able to select a uplink time instance according to its actual decoding process

· timing is designed for the most highest modulation/coding scheme and largest number of codes, which is not likely to be used often  ( slow Ack/Nack Feedback in all cases

Although favourable because of its simplicity it does not provide any flexibility in processing times for the varying amount of data to be processed by a HSDPA UE. 

2. Multiple predefined UE processing times  

There are different unique time instances for uplink Ack/Nack signalling defined. The UE is able to select one of them according to the TFRI and the actual decoding process. 

Pro:

UE is able to select a uplink time instance depending on the amount of data to be processed and the actual decoding process

· does allow different UE implementations without signalling of additional UE capabilities

· does allow future advanced terminals to improve performance 

Con:

· Node B has to monitor multiple time instances for a possible Ack/Nack signal

· Decreased Ack/Nack performance could result in some performance loss

· flexible mapping of channel quality indication needed. Node B does not know in which time slots the measurements are reported

· Node B does only know after the last Ack/Nack time instance if an Ack/Nack signal was lost

Although this proposal provides the most flexibility for the UE implementation it could reduce the Ack/Nack error performance. On the other side the Node B might 'learn' the UE processing times and predict the uplink timing which would require more intelligence in the Node B. 

3. Coupling the UE processing times to the TRFI
There are different unique time instances for uplink Ack/Nack signalling defined by the TFRI allocation. The UE must select the time instance according to the TFRI.

Pro:

· UE is able to select a uplink time instance depending on the TFRI allocated

· UE and Node B know when to send and to receive the Ack/Nack signal 

· fixed rules known by UE and Node B when channel quality indication is send

· Offers more flexibility to the Node B scheduler due to the faster reception of acknowledgments 

Con:

· Flexible slot allocation for channel quality indicator needed

· UE is not able to select a uplink time instance according to its actual decoding process

The amount of data and thus the UE processing times for HSDPA will vary significantly. If a single fixed uplink timing is defined this timing will have to be designed for the maximum UE processing time, which is determined by the highest number of codes allocated, the highest modulation scheme, the highest coding rate and the slowest UE implementation. The more TFRI are defined the less likely it becomes that the maximum allocation is selected. Furthermore the simulations performed show that a selection of the highest modulation/coding scheme occurs quite rarely [5]
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[6]. Therefore in most of the cases the UE processing time will be a fraction of the maximum UE processing time. There will be benefits in terms of delay and throughput employing a flexible Ack/Nack uplink timing.

It is therefore proposed that the UE processing times are coupled to the TFRI (option 3). It provids the UE with additional flexibility without causing any signalling overhead, added complexity or reducing Ack/Nack error performance. Node B knows explicitly when the Ack/Nack signal is to be send by the UE. In the following the benefits of option 3 are explained in more detail to justify the adoption of a flexible uplink scheme. A combination with the UE capabilities could also be possible, if seen beneficial. 
3 Benefits of flexible uplink Ack/Nack signalling (Option 3)

Decrease round trip delay (RTD)

As concluded in section 2 there will be rare cases in which the UE will need the maximum processing time. Due to the faster Ack/Nack signal the RTD will be reduced in most of the cases, since many retransmission can be scheduled earlier. A faster Ack/Nack signal can allow a retransmission to be transmitted one or more HSDPA-TTI's earlier. Although a lower time period compared to RLC ARQ RTD it contributes to reduce the average packet delay. If there is an outstanding packet for in-sequence delivery all the already acknowledged packet have to wait until the outstanding packet is transmitted successfully. The same applies for the last packet in the queue, no other code block can be scheduled during the Ack/Nack waiting phase. There might also be some priority packets (e.g. signalling via HS-DSCH) which are using just a small subset of code allocations and modulation/coding schemes. Since higher layer downlink signalling is typically a very small amount of data it will use the most robust modulation coding scheme and the smallest number of codes. Such small resource allocations could be decoded very fast compared to the high amount of data allocated in other HSDPA-TTI's. An Ack/Nack already send in the next TTI will be possible for such signalling. A faster retransmission in such cases could be vital for important signalling such as handover.  

Improved throughput due to the reduced UE buffer consumption
Due to the faster Ack/Nack the UE can reduce its average buffer consumption. This does not translate into a lower maximum buffer size for the implementation, because that buffer will be designed for the highest data rate anyway. Nevertheless, it is also beneficial for the UE to have more buffer available in the other cases. This is particularly valid for low complexity UEs that will often be at the buffer limit. Since the Node B should consider the UE buffer capabilities, throughput gain could be archived in the following cases: 

1) If the UE is at its buffer limit the number of codes to be assigned to the UE is limited by the available UE buffer size known to the Node B. A faster Ack/Nack can allow to schedule more resources to a UE because the Node B knows earlier if packet have been acknowledged and, hence, memory is available. 

2) Due to the lower RTD for certain allocations it is possible to operate in more buffer consuming modes (e.g. incremental redundancy) whereas otherwise only Chase Combining would have been possible or not all of the redundancy information could be stored. After a faster Acknowledgement the Node B the scheduler could also decide to transmit a retransmission with incremental redundancy instead of the same packet making more efficient use of the whole UE 'soft' buffer.

3) Certain networks will not provide the maximum number of codes for HSDPA or will not support certain MCS levels (e.g. 64QAM). Hence, it will be possible to reduce the number of HARQ processes in these cases. This will allow more data to be processed by a UE with the same buffer available.

Increased throughput  and scheduling efficiency for different priorities

RAN2 decided to allow packets of different priorities to be transmitted to the UE. When using different priorities it is more likely that the UE buffer is filled. Lower priority data that might already make use of a considerably part of the UE buffer will be superseded by higher priority data. In the following cases a faster Ack/Nack is then beneficial: 

1) Different HARQ processes (SAW channels) can be used for different priorities. A faster Ack/Nack signal will increase the throughput of the high priority data, because channels assigned to high priority data can be scheduled more often. 

2) If HARQ processes are not tied to priorities, the channels will need to discard already stored low priority packets or have to acknowledge these packets before high priority data can be send. A faster acknowledgement will speed up the time until a channel for high priority data is available. The Node B scheduler can earlier allocate new data and decide faster about its scheduling strategy.

Ease ARQ stalling condition
For a filled up 'hard' buffer a new packet can only be send if the Ack is received for the outstanding packet (lowest sequence number) that is prevent the ARQ window from being moved further. In the worst case scenario no packets can be transmitted at all, because there are no retransmission but one left and no new packet is allowed to be send. In such a case an earlier received Ack could resolve the stall condition and could allow new packets to be transmitted one or more HSDPA TTI's earlier. Generally, due to the lower RTD it is less likely that a stalling condition occurs since the retransmission can be scheduled faster.  

4 Uplink Control Channel Concept

In the following a detailed concept is proposed for such uplink signalling scheme. The concept is based on the already agreed assumptions as captured in TR25.858. At the last RAN1 meeting it was decided to use a 1 slot Ack/Nack signal. While only looking at the Ack/Nack signal, there could be up to three different positions in an HSDPA-TTI (3 slots) where the Ack/Nack can be transmitted. These positions are used to allow different uplink timings. 
In Figure 1 the proposed concept is illustrated. The TRFI that is received on the Shared HSDPA Control Channel explicitly defines the uplink timing of the corresponding Ack/Nack signal and thus the UE processing time t UEP. Neglecting the uplink/downlink time difference t'o , there are three different UE processing times shown in this example (5 slots, 7 slots and 9 slots). This specific implementation shows a granularity of 2 slots between each possible UE processing time. tUEP min (always sent at slot 3) providing the fastest Ack/Nack could be used for the acknowledgement of QPSK, while tUEP max (always sent at slot 1) providing a slow Ack/Nack could be reserved for 16/64QAM. 
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Figure 1: UE processing time explicitly defined by the TFRI

In Figure 1 the possible Ack/Nack positions of successive packets are also indicated by the colourless Ack/Nacks. It can be seen that there is no overlap of Ack/Nack's for any of the possible UE processing times. The absolute values as well as the difference between the UE processing times can vary arbitrary as long as the Ack/Nack's are sent in different slots. Thus this scheme is scalable according to the actual processing requirements following the decision to be made on code granularity and supported MCS levels.  A different example with a granularity of 4 slots can be seen in Annex B.

In case of switching from a higher TFRI (high number of codes, high MCS) to a lower TFRI (low number of codes, low MCS) it could happen that the low TRFI TTI is acknowledged earlier although it has been send later. In Figure 2 such a scenario is depicted. The Ack/Nack of Packet C is received before the earlier sent Ack/Nack of Packet B. Note that such scenario might not at all occur during a transmission if the maximum UE processing time is not part of the TFRI that are agreed at call set-up (e.g. maximum number of codes or 64QAM not supported). 

Advanced receiver or 64QAM capable receiver will need to have parallel processing (e.g. multiple Turbo decoder). For such receiver the difference in UE processing times could be even larger, because the processing of Packet C can be done independently from Packet A and Packet B. 
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Figure 2: Different UE processing times during the transmission 

The error performance of the Ack/Nack signal will be the same as for the fixed Ack/Nack uplink timing since it is known to the Node B in which slot the UE will send its acknowledgement signal. Hence, a lost Ack/Nack will be recognised immediately. 

Coupling the UE processing times to the TRFI

In Table 1 a simple example is given based on a transport block size of 240 bits similar to [4] . Three different UE processing times (different colours) are proposed depending on the amount of data to be processed per HSDPA-TTI.  The dynamic part of the transport format (TFRI) will be agreed during call set-up. Depending on that selection different UE processing times will occur during transmission. If for instance there are up to 5 codes within the TFRI the maximum UE processing time will never be used during the transmission. In such a case the number of HARQ processes (SAW channel) can be reduced making more buffer available. Another example with more MCS levels and a finer code granularity is given in Annex B. 

Table 1: TFRI set with different UE processing times derived from QPSK 1/4, 5 codes 


	Transport block size 240 bits

	
	1 code
	5 codes
	10 codes
	15 codes

	MCS
	# trblks
	Bits/TTI
	# trblks
	Bits/TTI
	# trblks
	Bits/TTI
	# trblks
	Bits/TTI

	QPSK, rate 1/4
	1
	240
	5
	1200
	10
	2400
	15
	3600

	QPSK, rate 1/2
	2
	480
	10
	2400
	20
	4800
	30
	7200

	16QAM, rate 1/2
	4
	960
	20
	4800
	40
	9600
	60
	14400

	16QAM, rate 3/4
	6
	1440
	30
	7200
	60
	14400
	90
	21600

	

	
	t UEP min
	
	t UEP mid
	
	t UEP max
	


Uplink Slot Structure

The proposed slot structure is according to the agreed description in [1]. The acknowledgement bit is repetition coded to 10 bits and transmitted in one slot. The channel quality indicator is either DTX's or coded and transmitted over two slots. It is still under discussion if and in which cases the channel quality indicator needs to be transmitted. If transmitted it will be mapped on the slots that are not used by the Ack/Nack signal. This can easily be done as shown in Figure 3. 
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Figure 3: Mapping of the uplink slot structure
5 Conclusion
Different options for a flexible uplink signalling have been reviewed and a new concept for the H-ARQ acknowledgement is presented. Hence it is proposed to tie the timing of the H-ARQ acknowledgement to the TFRI. It provides several benefits such as decrease round trip delay and increased throughput while requiring no additional signalling or increased complexity.  It is proposed to include the text proposal of Annex A into the Technical Report TR25.858. 
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Annex A: Text proposal for TR 25.858

8.2 Uplink 

The uplink signalling consists of the transmission of two separate information :

· A n-bit channel quality indicator. The reporting interval of the channel quality indicator to the Node B is T msec, where T is a UTRAN parameter. 

· A 1-bit H-ARQ acknowledgement. Such an acknowledgement is transmitted on a per HS-DSCH TTI basis.

There are three different timings of the H-ARQ acknowledgement. The timing is defined by the TFRI that has been signalled on the Downlink Shared Control Channel for that particular HS‑DSCH TTI.
8.2.1 Overall Structure

The uplink signaling uses an additional DPCCH with SF=256 that is code multiplexed with the existing dedicated uplink physical channels.  
In contrast to FDD, the TDD UE does not use its dedicated channel in uplink for transmitting ACK/NACK information, due to the associated fractionated dedicated channel option. To enable a SYNC UL scheme for HARQ, the UE will use a shared uplink resource for transmitting ACK/NACK information. The relation between the shared control channel in DL and shared UL resource can be pre-defined and is not signalled dynamically on the shared control channel.

8.2.2 Detailed Structure

The channel quality indicator is coded and transmitted over two slots. The acknowledgement bit is repetition coded to 10 bits and transmitted in one slot.  The format for the additional DPCCH is shown in Figure 4. The channel quality indicator is mapped on the slots that are not used by the H-ARQ acknowledgements. It may be noted that the channel quality indicator field is DTX’ed when there is no channel-quality information being sent on the uplink.  Also, the transmission of the H-ARQ acknowledgement field is DTX’ed when there is no ACK/NACK information being sent on the uplink. 
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Figure 4.  Format for additional DPCCH for HS-DSCH related uplink signalling

Annex B: Different example for uplink timing

Another example of the concept with a granularity of 4 slots between the UE processing times is shown in Figure 5. The UE processing times are 4 slots, 8 slots and 12 slots respectively. Such large time difference could for instance be useful if 64QAM is used or for advanced receiver structures where the difference in processing time will be even larger. Therefore it could be useful to couple these processing times to the UE capabilities. 
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Figure 5: Different example for UE processing time explicitly defined by the TFRI 
In Figure 6 once again the timing is show if there is a switch from maximum UE processing time to the minimum UE processing time. As can be seen the Ack/Nack of Packet C is now received 4 slots before that of Packet B and even before Packet A. Advance receiver or 64QAM capable receiver will need to have parallel processing (multiple Turbo decoder) and a flexible uplink signalling can provide significant gain in these cases. It will be possible to start  processing Packet C before the processing of Packet B has been finalized. 
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Figure 6: Different UE processing times during the transmission

Another option is to restrict the scheduling for such high rate allocations. Parallel processing can be avoided, while still having gain from large resource allocations. 

Table 2 shows a different example for a larger TFRI set with a finer code granularity and including 8PSK and 64 QAM.  

Table 2: TFRI set with different UE processing times derived from QPSK 1/4, 2 codes, including 8PSK

	Transport block size 480 bits  

	
	2 codes
	4 codes
	8 codes
	12 codes

	MCS
	# trblks
	Bits/TTI
	# trblks
	Bits/TTI
	# trblks
	Bits/TTI
	# trblks
	Bits/TTI

	QPSK, rate 1/4
	1
	480
	2
	960
	4
	1920
	6
	2880

	QPSK, rate 1/2
	2
	960
	4
	1920
	8
	3840
	12
	5760

	QPSK, rate 3/4
	3
	1440
	6
	2880
	12
	5760
	18
	8640

	8PSK, rate 1/2
	3
	1440
	6
	2880
	12
	5760
	18
	8640

	8PSK, rate 2/3
	4
	1920
	8
	3840
	16
	7680
	24
	11520

	16QAM, rate 1/2
	4
	1920
	8
	3840
	16
	7680
	24
	11520

	16QAM, rate 5/8
	5
	2400
	10
	4800
	20
	9600
	30
	14400

	16QAM, rate 3/4
	6
	2880
	12
	5760
	24
	11520
	36
	17280

	64QAM, rate 3/4
	9
	4320
	18
	8640
	36
	17280
	54
	25920

	

	
	t UEP min
	
	t UEP mid
	
	t UEP max
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